JISC Review of Grid Accounting and Usage Monitoring
The Summary Comments on OGF Usage Record 1.0

Document Status

This document summarises comments based on experiences of project stakeholders who are using or interested in OGF Usage Record (UR) 1.0 as a standard usage data model potentially for resource usage logging or monitoring services. Most of contents of this document are “cut-and-paste” from JISC final report in order to highlight initial experimental experiences on UR 1.0 and advanced requirements on extensions. The purpose of this document is used as auxiliary outputs and to help production of a final survey.
I. Stakeholder Reviews

1.1 UK National Grid Service
· Project Description
The National Grid Service (NGS) in UK aims to provide computational and data based resources and facilities to UK researchers, independent of resource or researcher location. This is currently achieved using resources (both compute and data) at four core sites (RAL, Oxford, Leeds and Manchester), and a growing number of partner and affiliate sites, together with the provision of software and services, to enable a consistent method of access to any resource from any location. As resources may have different 'owners', each of whom may have different charging policies, it is essential there is a reliable mechanism to account for all aspects of use, in an environment with dynamically varying resources and services. 

The NGS already has a sophisticated accounting system in operation and needs to extend the functionality and scope to meet its objectives and address future service requirements. There is a strong desire to use a standard approach maximizing interoperability with other services, and enabling straightforward deployment on sites wishing to partner with the NGS. Major stakeholders to the NGS in the context of accounting and usage monitoring are the grid operations support centre, software developers and standards bodies, current and potential partner and affiliate sites (including campus grids and SRIF funded clusters), funding bodies and end users.
· Comments on UR 1.0

	Preference
	Usage Properties

	Required
	CPU time, Wall time, permanent storage (Disk, Tape and etc.), data service endpoints

	Desirable
	Executable, memory usage, network usage, QoS

	Unconcerned
	Temporary storage


1.2 GridPP
· Project Description

GridPP is a collaboration of particle physicists and computer scientists from the UK and CERN, with distributed compute resources spanning 17 UK institutions. GridPP has a number of key stakeholders – it is the UK’s contribution to worldwide Large Hadrons Collider (LHC) Grid (WLCG), overseeing the Tier 1 facility at RAL and the Tier 2 organisations of ScotGrid, NorthGrid, London and SouthGrid, and also contributes to the interdisciplinary project EGEE - Enabling Grids for E-sciencE. LCG is a production-level grid and GridPP has a contractual obligation to provide accounting data as part of the LCG project. At present over 150 sites worldwide are publishing accounting data to the Grid Operations Centre (GOC) at RAL making aggregation, scalability and validation of accounting data critical concerns.
· Comments on Usage Record 1.0
	Preferences
	Usage Properties

	Required
	CPU, normalised CPU time, Wall time, normalised wall time, memory

	Desirable
	Permanent storage

	Unconcerned
	Network usage


1.3 Campus Grids
· Project Description

The accounting requirements of campus grids across the UK academic sector range from simple “best effort” usage statistics from condor pools to sophisticated job-level accounting across a range of disparate resources. In cases where departmental resources or SRIF-funded hardware are available to the grid there is a more urgent requirement for accounting as a direct consequence of the fEC model (see Other Compute Services, to follow). Less mature campus grids can see immediate benefit from the development of a clearly defined accounting framework and tools to prevent further duplicity of effort.
· Comments on Usage Record 1.0

	Preferences
	Usage Properties

	Required
	CPU time, Wall time, permanent storage

	Desirable
	Memory usage, full job command line

	Unconcerned
	Temporary storage, network usage


1.4 Regional Grids

· Project Description

Most regional grids currently operate fairly homogeneous systems at different sites and thus can provide the service with a limited range of software such as a single batch system, and therefore do not, as yet, require the same degree of flexibility as NGS or some campus grids

· Comments on Usage Record 1.0
	Preferences
	Usage Properties

	Required
	CPU time, Wall time

	Desirable
	Permanent storage

	Unconcerned
	Temporary storage, network usage


1.5 Other Compute Services

· Project Description
There is an increasing number of universities providing or starting to provide large scale local compute services, particularly after the recent SRIF funding programmes. In many cases this has resulted in a ‘standalone’ service, typically for local high performance computing (HPC), even at sites where there is or has been campus grid activity, such as Oxford, Cambridge and UCL. Many such services are influenced by fEC and thus need to manage and report on usage. While it may be relatively simple for such services to use resource management or batch engine software to address the accounting requirements, it may be at the cost of interoperability or extensibility for future services. Nevertheless some such services are developing their own accounting and user management systems not tied to a specific supplier, thus providing greater long-term flexibility, but also requiring significant development effort. Thus the objectives for the grid communities, in providing a standard approach for usage data metering, storage and sharing, could be of great value to these other specialist services.
It is recognised that where significant effort has already been invested and the service requirements fully met, such as the national HPC services, there is unlikely to be a good reason for changing existing practices in the short-term. However it would be hoped that such services would see the long-term benefit of a co-ordinated approach, ideally resulting in convergence in development. It is known for example that the developers of the ‘SAFE’ system used by the national HPC services, are developing a generator for converting SAFE-specific usage information into OGF-UR records, and are in the process of implementing a RUS service. It should be made clear that the UR format is not useful only for grid environments – it is a standard format for storing job usage information, which may be used for accounting on any system.
· Comments on Usage Record 1.0

	Preferences
	Usage Properties

	Required
	Usage metrics defined within OGF Usage Record 1.0

	Desirable
	Statistical/summary usage properties at project or user level

	Unconcerned
	-


1.6 Data Service Providers

· Project description
Most of the data services are required to provide accounting details to JISC on a regular basis as defined by SLAs. The statistics reported are primarily concerned with the number of accesses and searches, on a per site basis, as well as service availability. In addition the service providers need to ensure that accesses are restricted to licensed users (whether individual or site based), so the ability to identify the user of the service is crucial.
Thus most of the data based services are required to provide service usage accounting, rather than resource usage accounting typically required by grid (and other compute based) services; However there are some specialist services, such as the satellite image service, which do have significant resource usage requirements.
While the NGS, for example, does see a long term need for service usage accounting, recognising that such services may be provided through NGS itself, even though the data is hosted elsewhere, there is little in the present standards framework to address this type of accounting. It is not clear to the reviewers how best this should be addressed. It should in principle be possible to define such metrics, but whether it is appropriate or desirable to extend the UR specification, for example, for this purpose is certainly questionable: the UR has been designed with resource based accounting in mind, not service accounting.
In addition, it is clear that many of the current services are well established, and the mechanisms used for collecting the statistics frequently closely integrated with the service itself. The adoption of a new approach for the collection of the statistics across a range of services would probably not be considered favorably. Thus, the reviewers believe it is outside the scope of this review to provide tangible recommendations in this context, although it is felt that such issues should be addressed through further exploratory projects in setting up ‘grid enabled’ services, and subsequently establishing new grid based services as required, rather than adapting accounting mechanisms in existing services.
With respect to some services such as the satellite image service, very large amounts of data must be stored, analysed, and possibly downloaded, and JISC may request information on resource usage to demonstrate a requirement of the service, in order to justify funding streams. The focus is on service access to justify the provision of the service. It is likely that there will be an increase in resource usage associated with these and other data based services, particularly when utilising multiple distributed datasets – something that has not easily been possible previously. This is likely to result in additional accounting requirements, although it does depend (at least partly) on the funding bodies - for example on whether JISC continues to focus on service usage accounting, with little direct interest in details of compute, storage and network usage. However if the service is grid based, with significant storage, network traffic, and high compute requirements possibly at hosts determined dynamically, the owner of the resources will need to be able to charge for use of these resources. Thus it seems essential in the long-term that a mechanism is developed to account for all of these activities. The approaches adopted in the grid accounting context should be applicable to these types of services, bearing in mind the work and time still required to address usage of resources involving storage and network activities.
· Comments on Usage Record 1.0

	Preferences
	Usage Properties

	Required
	Numbers of logins, searches, amount of data downloaded, nature of data downloaded

	Desirable
	Permanent storage, network usage (for measurement of partial data access at per session basis). 

	Unconcerned
	Temporary storage


II. Project Schema and UR 1.0
The content of this section gives detailed comparison of project-specific usage schema and standard OGF Usage Record 1.0. It’s been recognised that most projects render the implicit information model of OGF Usage Record 1.0 into SQL data model with respects to performance of target accounting systems.
2.1 Grid Project Schema Mapping
	OGF Usage Record 1.0
	
APEL & DGAS Usage Record Schema

	NGS Usage Record Schema

	Metric Name
	Metric Name
	Base Data Type (SQL)
	Metric Name
	Base Data Type (SQL)

	RecordIdentity
	RecordIdentity
	VARCHAR
	RUSId
	VARCHAR

	
	
	
	RecordId
	

	GlobalJobId
	LCGJobId
	VARCHAR
	—
	—

	LocalJobId
	—
	—
	LocalJobId
	—

	ProcessId
	—
	—
	—
	—

	LocalUserId
	LocalUserId
	VARCHAR
	LocalUserId
	VARCHAR

	GlobalUserName
	LCGUserId
	VARCHAR
	X509SubjectName
	VARCHAR

	JobName
	LocalJobId
	VARCHAR
	JobName
	VARCHAR

	Charge
	—
	—
	—
	—

	Status
	—
	—
	Status
	VARCHAR

	WallDuration
	ElapsedTime
	VARCHAR
	WallDuration
	NUMBER

	CpuDuration
	BaseCpuTime
	VARCHAR
	CpuDuration
	NUMBER

	EndTime
	StopTime
	VARCHAR
	EndTime
	DATE

	
	StopTimeUTC
	VARCHAR
	
	

	StartTime
	StartTime
	VARCHAR
	StartTime
	DATE

	
	StartTimeUTC
	VARCHAR
	
	

	MachineName
	—
	—
	MachineName
	VARCHAR

	Host
	ExecutingCE
	VARCHAR
	—
	—

	SubmitHost
	—
	—
	SubmitHost
	VARCHAR

	Queue
	—
	—
	—
	—

	ProjectName
	LCGUserVO
	CHARVAR
	—
	—

	Network
	—
	—
	—
	—

	Disk
	—
	—
	—
	—

	Memory
	MemoryReal
	INT
	—
	—

	
	MemoryVirtual
	INT
	
	

	Swap
	—
	—
	—
	—

	NodeCount
	—
	—
	—
	—

	Processors
	—
	—
	Processors
	NUMBER

	TimeDuration
	—
	—
	wallTimeRequested
	NUMBER

	
	
	
	cpuTimeRequested
	NUMBER

	TimeInstant
	EventDate
	DATE
	timeGlobusSubmitted
	DATE

	
	EventTime
	Time
	
	

	
	MeasurementDate
	DATE
	pbsLogDate
	DATE

	
	MeasurementTime
	TIME
	
	

	ServiceLevel
	—
	—
	—
	—


2.2 Cluster Usage Mapping
	OGF-UR
	Gold
	ARCO System

	Metric Name
	Metric Name
	Base Data Type (SQL)
	Metric Name
	Base Data Type (SQL)

	RecordIdentity
	g_id
	INT(11)
	j_id
	INTEGER

	GlobalJobId
	—
	—
	—
	—

	LocalJobId
	g_job_id
	VARCHAR(255)
	j_job_number
	INTEGER

	ProcessId
	—
	—
	j_task_number
	INTEGER

	LocalUserId
	 g_user
	VARCHAR(255)
	j_owner
	TEXT

	GlobalUserName
	—
	—
	—
	—

	JobName
	g_executable, 
	VARCHAR(255)
	j_job_name
	TEXT

	
	g_application
	VARCHAR(255)
	
	

	Charge
	g_charge
	DOUBLE
	ju_slots
	TEXT

	Status
	—
	—
	ju_exit_status
	INTEGER

	WallDuration
	g_wall_duration
	INT(11)
	ju_ru_walclock
	INTEGER

	CpuDuration
	—
	—
	ju_ru_utime
	DOUBLE

	
	
	
	ju_ru_stime
	DOUBLE

	EndTime
	g_end_time
	INT(11)
	ju_end_time
	TIMESTAMP

	StartTime
	—
	—
	ju_start_time
	TIMESTAMP

	MachineName
	—
	—
	—
	—

	Host
	g_machine
	VARCHAR(255)
	ju_hostname
	TEXT

	SubmitHost
	—
	—
	—
	—

	Queue
	g_queue
	 VARCHAR(255)
	ju_qname
	TEXT

	ProjectName
	g_project
	VARCHAR(255)
	j_project
	TEXT

	Network
	—
	—
	ju_ru_io
	DOUBLE

	Disk
	—
	—
	
	

	Memory
	—
	—
	ju_mem
	DOUBLE

	
	
	
	Ju_maxvmem
	DOUBLE

	Swap
	—
	—
	ju_ru_nswap
	INTEGER

	NodeCount
	g_nodes
	INT(11)
	—
	—

	Processors
	g_processors
	INT(11)
	—
	—

	TimeDuration
	—
	—
	—
	—

	TimeInstant
	g_submission_time
	INT(11)
	J_submission_time
	TIMESTAMP

	
	g_creation_time
	INT(11)
	
	

	
	g_modification_time
	INT(11)
	
	

	
	
	
	
	

	ServiceLevel
	g_quality_of_service
	VARCHAR(255)
	—
	—


2.3 Summary Usage Extensions
	OGF-UR Extension
	Gratia Extension
	SGAS Extension
	APEL and DGAS Extensions
	Description

	Resource
	VOName
	VOName
	—
	The VO Name to which the usage record of the job belongs 

	
	ReportableVOName
	—
	—
	The VO Name that is actually used when reporting the usage record

	
	NJobs
	—
	—
	The number of jobs recorded in the usage records. The property is specific to aggregate accounting

	
	ProbeName
	—
	—
	The probe identity that metered the usage record

	
	SiteName
	—
	ExecutingSite
	The site name on which the job recorded is executed

	ConsumableResource
	—
	—
	—
	OGF extension for additional measured resource associated with the usage record

	PhaseResource
	—
	—
	ElapsedTimeSeconds
	Wall Duration in seconds

	
	
	
	BaseCpuTimeSeconds
	CPU Duration in seconds

	
	
	
	SpecInt2000
	The GLUE host benchmark SI00

	
	—
	—
	SpecFloat2000
	The glue host benchmark SF00

	VolumeResource
	—
	—
	—
	OGF extension for additional measured storage resource associated with the usage record


