Telco Role as a Provider of Managed Grid Services
Introduction

Telcos can act in three different manners with respect to the Global Grid:

· Enabler to Grid Providers

· User of Grid Internally

· Provider of Managed Grid Services

The first method is where telcos provide connectivity services, and nothing more, to organizations that are utilizing the Grid.  The enterprise using the Grid is responsible for managing their applications, the network connectivity, and the computing resources.  They might even contract this out to a third party organization, but not a Telco.  

In the second case, the telco uses Grid architecture for their internal functions such as ordering, circuit provisioning, testing, maintenance and billing.  This is viewed as a precursor to the third method since it will be easier for an enterprise to trust a telco to manage their Grid if the telco is already doing that for their own needs.  This will also give the telco insight into the Grid management process.

This white paper will focus on the third method – where the telcos actually manage the Grid services for third parties.  This includes providing the connectivity (either through owned resources or resources obtained from another carrier) and managing the customer’s applications so the customer can focus on their business problem and not the Grid architecture.

Currently, many Grid operators, or their agents, manage the entire Grid package, including the network connectivity and their nodal IT assets.  This is certainly a valid way of doing business, but telcos should be able to compete in this area by working the problem from the other side.  Telcos have a great deal of experience in managing large complex networks, and should extend this skill set into the Grid, by proposing that they take control of the nodal IT assets and provide an end to end Grid service to customers such as research institutions, businesses, and universities.
Telcos are uniquely positioned to accomplish this as they have procedures in place to handle complex networks.  They already have surveillance centers with sophisticated network monitoring equipment that are staffed and open 7x24, 365 days/year.  As network providers move towards IP infrastructures, the old divisions between the circuit switched network and LANs are blurring.  Many companies run circuit switched networks sided by side with Ethernet services.  Ethernet is provided both over routers and switches and as Ethernet over SONET via time division multiplexers.  

Telcos need to add staff to their teams that are familiar with networked computing applications – specifically personnel experienced with the Grid – so that the telco can manage the network and the Grid applications.  These personnel need computing skills so that they understand the business or research applications, as well as Grid middleware, such as the Globus Toolkit.  Just managing the network is only half the problem – the telco has to ensure that the Grid is working to support the customer’s needs.

The following sections will discuss the various telco provided functions and how they would support managed Grid services.

Sales Engineering

Since Grid computing is a complex service, a telco salesperson cannot just meet with a Grid user and take an order for a number of circuits.  An engineer, skilled in the Grid and networking concepts, needs to meet with the customer and understand their business process.  Multiple engineers might be needed – there are not a lot of engineers who are familiar with SONET, Ethernet, Computer applications, the Globus Toolkit, physical co-location space design and LANs. 

The telco needs to understand the customer’s business issue, when they will need connectivity, where they need connectivity to, how often they’ll be using the Grid, what sort of security will be required and a host of other questions.  After all these needs are captured, the engineer needs to create a preliminary design.  

There is an opportunity here for the telco to also propose co-location space or a datacenter application for the user.  Many telcos have an abundance of conditioned, secure space – especially the ones that have been around for a while and have replaced their older circuit switched network equipment that took up a huge amount of space with technologies that require less room.  This space is perfect to host customer network and computing equipment.
Ordering
Once the Sales Engineering team and the customer agree on a design of the architecture that will define their Grid, an order needs to be taken.  Most telcos provide some kind of “Professional Services” offering where they perform a wide variety of services for their customers.  This includes the traditional circuit turn up, as well as installation services, management services, consulting services and other creative uses of their resources.  This means that telcos already have ordering systems that can capture complex requirements.  Once the order is taken, the provisioning of the customer’s Grid can be handled through the normal telco processes, taking advantage of existing systems and skill sets.

Engineering – Infrastructure, Circuit and Grid design
The engineering team is reengaged after the order is taken to create detailed engineering specifications for the physical facility (co-location space, power, air conditioning, etc.) and the circuit designs – including long haul and LAN services.  These specifications will be used to create the network that supports the Grid.  This will include the telcom’s own circuits as well as telecom resources from other vendors; these are known in the industry as Type 2 circuits.  The engineering documentation would include not only technical details, but contact and circuit numbers for the Type 2 circuits.  

Engineering needs to support two schools of thought on bandwidth – provisioning of permanent capacity that might go unused for periods of time but is always available when needed, and the just in time provisioning of capacity used for customer bursty applications.
A telco is in a good position to manage either bandwidth philosophy.  The telco needs to first understand when the Grid users normally need high bandwidth – some will always need it during the day, others will need it at night.  This way, the telco can provision the high bandwidth needed by each customer, but not let it sit unused when one Grid does not need it.  If a Grid user was responsible for obtaining their own network connectivity, they could not take advantage of the efficiencies gained by having multiple Grid users utilize the same connectivity at different times.
A detailed understanding of the supported applications is required here to ensure that the correct computing resources are networked and available for use.  The complete design will specify the physical requirements, the circuit requirements and the applications, data bases and sensors that need to be tied together to form the Grid.
Installation and Scheduling Management
This includes the initial turn up of circuits, installation of networking and computing gear, conditioning of the collocation space and the creation of the procedure to order bandwidth in real time, if required.  In addition, for the Type 2 circuits, the telco would issue orders to other telcos to provide their segments of the circuits.  
Orders or agreements need to be in place with the application, data base and sensor providers who will be part of the Grid.  These orders will need to specify scheduling, usage and billing procedures to be followed.

An end to end test of the network, including third party providers and the customer would be conducted during this stage.  After the network is proven out, a test of the Grid application will be performed.
Maintenance
This includes the normal maintenance associated with equipment failures, environmental issues and preventative maintenance such as equipment filter changes and performance monitoring on active circuits.  
Grid computing also requires specific items which are included in this section:

· Real time reconfiguration of circuits to bypass network failures

· Scheduled reconfigurations to bring different nodes on line for different applications

· Scheduling of additional network resources 

· Access to on demand bandwidth increases

Since Grid architecture can involve many different circuits from different providers, it is imperative that a disaster recovery architecture be created.  If a customer buys a SONET four fiber protected circuit, they are protected against fiber cuts and single points of failure due to the SONET architecture.  However, the Grid architecture will involve different circuit types and different providers, so this automatic protection is not there.  The maintenance group needs to know single points of failure in the network and how to reroute around them in near real time.  
A customer may have many different applications that will run on the Grid.  For example, an advertising company may need to run market analysis data every Thursday and a customer billing run once a month.  The telco maintenance team needs to know that to ensure that access to the proper resources is available both outside of the company and within to accomplish this.  They cannot be scheduling routine maintenance of a company server that is involved in billing on the day of the billing run. 
The type of bandwidth strategy that the enterprise wants to employ will directly impact the maintenance function.  If over capacity is built into the architecture so that the full bandwidth required for the largest application is always available, all the telco has to do is ensure that the circuits are up.  There will be a lot of down time where the circuits are not fully utilized.  If the customer just wants bandwidth on demand, the telco needs to either schedule the increase in capacity ahead of time, or have a process to increase the bandwidth in real time.  And, just as important, to minimize cost, this process needs to decrease the bandwidth when it is no longer required.  This requires close coordination with the users.
Certain assumptions were made during the engineering phase about how the Grid users would operate, e.g., some would be heavy night users, some during the day, etc.  If during this phase, it is noticed that the customer is using the Grid differently than originally planned, and it is straining the connectivity ordered, different circuits need to be ordered to meet the demand.  This is especially true if the user is expecting that they will have the capacity they need, on demand, without scheduling it in advance.  This is necessary to deliver the quality and quantity of service that a Grid user needs.
Billing
Normal telco billing systems can be used for the circuit segments of the Grid.  However, the telco needs to become familiar with the billing processes facilitated by Grid middleware, such as the open source Globus Toolkit, where the computing resource providers are compensated for their usage.  

Since most Telcos have professional services components of their offerings, the value added Grid management services can be billed through these means.  The telco would have to determine how to account for the circuit charges.  These could be passed on to the enterprise (with or without a markup), or a flat fee for services could be offered, and the telco would have to manage the circuit fees to make a profit.  Or it could be a combination, where a flat fee for the core network and the management functions could be added to bursty charges for usage above a preset limit.
Conclusion
For the most part, the current Grid environment has evolved with the end users or their agents providing Grid management and purchasing circuit resources from telcos.  This is extending the IT nodal asset management model into the telco space.  Of course, this model is a valid one (it’s working right now!), and will continue.  But, this is a revenue opportunity for telcos to take advantage of, by using their experience in complex network management and extending that into the IT nodes, and providing an alternative to clients who are managing their own Grids – leaving them free to focus on their research and business applications.
