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1.1 Information Services

1.1.1 Objectives

The ability to efficiently access and manipulate information about applications, resources and services in the Grid environment is an important OGSA capability. In this section, the term information refers to dynamic data or events used for status monitoring; relatively static data used for discovery; and any data that is logged. In practice, an information service needs to support a variety of QoS requirements for reliability, security, and performance. The scope of the OGSA information service covers publication through consumption. Activities prior to publication (e.g. sniffing network packets) or subsequent to consumption are out of scope.

While it may be possible to design one single information service that deals with all information delivery patterns and QoS, OGSA is best served by multiple information services, some general, and some optimized to meet specific use cases. However, caution should be exercised so as not to end up with a number of fractured information services, each capable of answering a limited number of use cases. The challenge is to balance the desire for generality and requirements on domain-specific semantics and QoS. In theory, generality can be achieved by abstracting common (high-level) functionality and features covering the requirements of as many use cases as possible. While common semantics might encourage interoperable implementations they can also be too high-level and not fully expose desired behavior. The question of how far the level of abstraction can be raised, without compromising the usability of the services, is a topic that needs further investigation. 

Clients of the OGSA information services include, but are not limited to, execution management services, accounting services, problem determination services, resource reservation services, resource usage services, and application monitoring. To facilitate interoperability and reuse, the information services themselves should be built on top of OGSA infrastructure capabilities such as notification (e.g., WS-Notification Error! Reference source not found.).  Information services could also make use of other OGSA capabilities such as data access and distributed query processing.

1.1.2 Models

The characterization of an information service depends greatly on factors such as the demand placed on the source of information (e.g., static versus dynamic, publication rate), its purpose (e.g., discovery, logging, monitoring) and QoS requirements. However, we see similar, recurring structures in information services. Information is made available for consumption, either from the originating producer, or through an intermediary (e.g. logging service, notification broker) acting on behalf of the originating producer. Either one or more consumers wish to obtain information from one or more producers, or one or more producers wish to send information to one or more consumers. Producers and consumers should be decoupled and not be required to have any prior knowledge of each other. Consumers may contact a producer (or intermediary) and pull information in one call or they may use a subscription mechanism to receive information as it becomes available. 

OGSA is not prescriptive on the data model used to implement an information service or the language used to query for information. Current systems broadly fall into those that are based on XML and XPath/XQuery query languages (e.g., Globus MDS Error! Reference source not found.) and those that use the relational model and the SQL query language (e.g., R-GMA Error! Reference source not found.). 

Metadata is associated with information (e.g., events or messages) for describing its structure, properties and usage. For interoperability, a standard event scheme for OGSA information services is desirable. In some cases, such as when performance is paramount and interoperability is not a concern; user-defined, optimized events may be more appropriate.

An information service might allow producers and consumers to discover each other by making detailed descriptions about themselves available for querying. A special distributed registry or point-to-point mechanism could be used for that purpose. The description could include, for example, the type of producer or consumer, what information they produce or consume, and their endpoint URLs.

1.1.3 Example scenarios

1.1.3.1 Directory scenario

A user needs to locate a service description that meets some desired functional and other criteria. He queries a central directory service where service descriptions are published, and receives an answer. The directory owner decides who can publish information into the directory and who is authorized to query it. UDDI is an example legacy directory service. OGSA directory services could be based on WSRF service group concepts. 

1.1.3.2 Logging scenario 

A number of distributed computing usage scenarios require logging services. These scenarios include those based on problem determination, usage metering, failure recovery, transaction processing, and security. 

A problem determination scenario might proceed as follows. A developer is writing code for a Disaster Recovery application. Following corporate programming guidelines for logging, he inserts log statements into his code to provide information regarding any unexpected situations. He is responsible for coding a section of the application that accesses an RDBMS to obtain attributes for candidate fail-over resources. He codes this section of the application such that RDBMS failures are trapped and log records are generated to reference the RDBMS failure. After development has been completed, the application is deployed into an operating environment where log records are processed by a handler chain. In this environment, based on the severity level (e.g., fatal, warning, informational), records exceeding an operator-specified level are stored in a log by a file handler. Due to the deployment of an erroneous new security policy, the code reaches an abnormal state and logs a record indicating that the underlying RDBMS has denied access to the application. The operator had configured the operating environment to store log records of this severity. After the failure, an analyst, in the role of a log consumer, uses a console application to peruse the logs. He finds the log statement indicating the RDBMS problem and directs the database administrator to correct the security policy.

1.1.3.2.1 Grid Monitoring Architecture (GMA) scenario

A scientist wants to run an interactive simulation/rendering job that must be finished within the next half hour. He must find 100 computing elements that are fast enough, have enough memory between them, and are linked by fast network connections. He needs up-to-date information and submits a complex query to the OGSA information service. After a short time he receives the information on the computing resources that satisfy his query. From the set of possible candidate resources, he selects the nearest ones and proceeds with his job. 

In answering the query, the information service first discovers the information producers for the computing, storage and network resources that are relevant and then gets the necessary information before performing a “join” to identify the resources that satisfy the query. The scientist then needs to monitor his job and respond to partial failures in the execution environment, possibly using the same GMA-based service (provided that the information has an associated timestamp). GMA is an example of a multi-purpose information services architecture Error! Reference source not found..
1.1.4 Producer/Consumer patterns

Frequently, producers (or publishers) and consumers can directly communicate with one another. For those cases where a direct exchange between a producer and consumer is not appropriate or not possible, the basic pattern of decoupling producers from consumers using an intermediary is widely used. In the Producer-Intermediary-Consumer pattern, producers put data into an intermediary, and consumers extract data from it. In a general sense, this is the pattern followed by any data store. That is, producers write to and consumers read from a file, RDBMS, ODBMS etc. In addition to supporting producer and consumer interfaces, an intermediary may also support a management interface. The management interface controls those functions that are not directly associated with reading or writing to the data store. Operations controlling retention policy, backup policy, etc. would be accessed through a management interface.

In distributed computing, the above pattern is followed by several infrastructure services whose task it is to provide information to consumers. We broadly refer to these services as information services. They include: logging services, and notification services. We assume that the reader is generally familiar with these concepts and we defer OGSA-specific discussions on each service.

Each of these services has evolved to support a distinct set of domain-specific semantics and qualities of service. While they each could be implemented using a general-purpose RDBMS for an underlying data store, this would most likely result in trading off some desirable, specialized qualities of service for unneeded functionality. For example, a log service that must support fast writes would most likely find the performance and footprint costs of a full-function RDBMS to be prohibitive. Similar observations could be made about notification services.
1.1.4.1 Publish/subscribe pattern
In this pattern publishers disseminate information to consumers without any prior knowledge about them. Subscribers specify which published messages are of interest to them. WS-Notification [WS-N] provides a core set of interfaces that should be leveraged by the OGSA information services. Its features include a publish/subscribe model, a mechanism to organize  items of interest to a subscriber known as “Topics”, the ability to filter messages based on the properties of the publisher or the message content, and management interfaces for publications and subscriptions. 
1.1.4.2 Subscribe/publish pattern
In this pattern messages are created in response to a subscription. This allows the subscriber to choose what gets published in the first instance. INFOD (Information dissemination) allows subscribers not only to influence the selection of publishers but also to specify what is considered to be an event and what message gets published in response to an event. Publishers in INFOD are able to select which consumers are eligible   as well as appropriate consumers for each message. INFOD complements WSN by allowing more control on what information gets published in the first instance, and adds additional mutual filtering between publishers and consumers.

1.1.5 Functional capabilities

We define discovery, message delivery, logging, and monitoring capabilities.

1.1.5.1 





1.1.5.2 Discovery

One universally needed capability is service and resource discovery. A directory (or registry) is an obvious solution, but not the only one. A directory is distinguished from other possible solutions in that it has persistent storage for the “latest” information and is optimized for searches. Low latency response to a high volume of queries is required. The directory may be replicated for scalability. 

Alternatively, a compilation or guide of information can be stored in an index (such as Google). Unlike a registry, which tends to be centrally controlled, anyone can create an index. 

Another alternative is peer-to-peer discovery, where a web service is a node in a network of peers and dynamically queries its neighbors in search of a suitable match. The query propagates through the network from one node to another until a match is found, a particular hop count is reached, or some other termination criterion is satisfied. 
Yet another alternative is dynamic announcement and discovery using multicast protocols in ad-hoc networks where no registry or index is available. Services and resources announce their arrival and departure from the network. To locate services and resources on the network messages are send  to a multicast group and group members that match the request return a response directly to the requestor. The ability to discover services and resources dynamically, assuming the existence of the network only,  is very important as it enables the bootstrapping of their management. 
1.1.5.3 Message delivery

Producers and consumers interact by exchanging messages, and this can be handled by a common messaging infrastructure. This infrastructure is only concerned with how to distribute copies of messages to interested parties, not how these messages are constructed in the first place. Producers either send messages directly to relevant consumers or make use of an intermediary (message broker) that decouples producers from consumers. In the latter case the producers publish their messages to the broker, which takes the responsibility for forwarding the message to interested parties. A producer (or the intermediary) may provide notification capabilities and additional function such as a finder service (allowing its producers and consumers to find each other). Message brokers may store and forward messages in stable storage—not necessarily for persistency, but for reliable message delivery purposes. 

1.1.5.4 Logging

An OGSA logging service acts as an intermediary between log artifact producers and consumers. Producers write log artifacts sequentially, and consumers may read (but not update) the log records. To ensure the general acceptance of the basic log semantics and to enable the exploitation of existing implementations, OGSA logging services should support key features found in existing logging implementations. There may be multiple producers and consumers for a given logging intermediary, and both may set filters for records. In the logger service the message exchange is optimized for performance and the records are kept in a persistent store for a period of time. 

1.1.5.5 Monitoring

Information that carries a field for ordering purposes (e.g., a time stamp and sequence number) can be used for monitoring. An OGSA monitoring service could be equally used for applications or resources. Some situations (e.g., real-time applications) might impose strict requirement on the monitoring service (e.g., high update rates and high performance). In such a case a special-purpose service might be needed.

1.1.5.6 General Information and Monitoring service 

A general OGSA service that provides a combination of the above capabilities can provide more flexibility to the end user. For Grid resources in general (including services and applications), the amount of available information about resources could be large, dispersed across the network, and updated frequently. Searches in this space may have unacceptable latencies. In order to manage such information in a controllable way, it is important to separate information source discovery from information delivery. Searches should only be used to locate information sources or sinks. A special-purpose directory is used to hold metadata about the resources. In this case the directory must cope with high rates of updates that are expected in the dynamic OGSA environment. Individual producer/consumer pairs can limit the amount of data flowing between them to that satisfying the consumer query. This model differs from a message broker that combines the mechanisms for finding sources and sinks of information and its delivery into a single searchable channel. The merits of this approach are described in the GMA document Error! Reference source not found..

A user of such a general service should be able to put any information, irrespective of its intended use (e.g., discovery, monitoring), into it without needing to understand the complexity of the system. He first must specify what information is to be made available in OGSA, where the type and structure of that information should be well-defined. The user might also wish to specify certain properties and policies. This could include how the information is held, retention period, guarantee of delivery, persistency, and access control. A consumer could filter information of interest using a subscription topic, for example, and it could support a query to further refine the events delivered to it through predicates defined in the query expression. 

More advanced users may require a deeper understanding of the internal workings of the service. Following a request for information in a general (GMA-based) service, expected behavior is that a “mediator” capability is used to perform a registry/schema lookup and locate suitable sources of information. For long-term queries the mediator ensures that, as sources are dropped or new relevant sources come online, the subscribed consumers are updated. Mediation is also concerned with planning the distributed queries to the relevant producers, as well as merging the results. 

1.1.6 Properties

1.1.6.1 Security

Authentication and authorization rules for consumers and producers allow them to exchange information in a secure fashion. Discovering metadata information about producers and consumers (e.g., their existence or the type of information they produce or consume) could also be subjected to security rules. Some services (e.g., metering, authentication, authorization) require that messages be made secure (e.g., encrypted) for delivery.

1.1.6.2 Quality of service

Various levels of QoS can be provided by OGSA information services, such as reliable, guaranteed delivery. WS-Reliability, defined by the OASIS WS-RM TC, provides these reliable message delivery properties Error! Reference source not found..
1.1.6.3  Availability/Performance/Scalability

Information systems play a critical role in OGSA. Since almost every other capability in OGSA makes use of them, they need to be available at all times and to be especially tolerant of partial failure. Many clients of the information systems expect to receive information at high rates and cannot afford to wait long periods of time. High-performance systems are needed in this case. Because a large number of resources, services and applications may wish to produce and consume information, the system must also be scalable across wide-area networks.

1.1.7 Interactions with the rest of OGSA

Standard event data models facilitate the transfer of information from producers to consumers. The use of recognized standards event schema permits the discovery and processing of events from a large variety of potentially different sources across a VO. Ideally, to avoid mediation costs, the resource event model and the infrastructure event model should be closely aligned. Also, to accommodate domain-specific events, event schemas should be extensible. The event schema currently under development in the OASIS WSDM-TC accommodates the existing CIM event model and may be used as the basis for the OGSA event data model.

Notification mechanisms, or an extension of them, could be used to deliver events from producers to consumers once they have discovered each other, and between other components of the system.

Security services are needed for authentication/authorization between different components.

Distributed query processing is required in the query-planning phase of the mediation between producers and consumers of information in GMA. 

Replication mechanisms are needed so that repositories of metadata (directories or registries) can be distributed and replicated to avoid single points of failure and improve scalability. Some temporary inconsistence between replicated copies might be acceptable in some situations; in this case the information system needs to be robust in the event of inconsistent or out-of-date metadata. 
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