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1. OGSA information introduction and status (Abdeslem)
OGSA v1 document has an information section which identifies several key services. Naming service has moved into its own WG (OGSA-naming). Logging service seems to be gone (Bill Horn was MIA).

OGSA-info service is for moving “information” around. OGSA-info service exists between producer and a consumer. Producer and consumer may not know each other. One advantage of such producer/consumer interface is hiding complexity. Virtualization can be achieved by Info-D service.

Consumer can ask a query; e.g. how many nodes are connected now?
CCP (combined consumer/publisher) is a kind of mediator.
2. RSS relation to OGSA Info (Mathias and Fred Maciel)
EMS has information service within its picture. We need to describe the following;

What is the requirement, how to use them, what is their scheme? Can they handle dynamic information? 
Requirement on info service are both for static and dynamic.
Static information: mostly used by CSG, CIM/JSDL/GLUE. On the other hand, dynamic information is used by EPS, and CSG.
Fred: What is the difference between static and dynamic information?
Jennifer: You need to draw a line between them.
Mathias: We’ve already discussed on static information. But dynamic info is also important. We should cover them, also.
If you have > 1k node, number of node should be dynamic information. Thus pulling is necessary for such situation. Info-d service covers both. Pull/push interface and static/dynamic is orthogonal.
Depend on the context, the same information can be static or dynamic. You should cover every information in whole spectrum among static and dynamic.
Fred: I work for resource model for BES service container. However resource model of the service container does not defined by BES. BES decided to define just small part of container interface. Though, there should be interface in container to get container’s information by this interface.
OGSA information design team is describing / defining OGSA grid information service. However grid info service should be more than one. There are already MDS4, R-GMA, …
Fred explains OGSA resource management overview, including design team missions. Fred thinks his design team aims a collaboration between modeling experts and each domain experts (e.g. EMS)
OGSA resource management design team is trying to define semantics, what is job, application, …
Rendering of such resource model can be worked on later. The team discussed this topic yesterday and Heather Kreger (OASIS WSDM TC co-chair) sent her schema to OGSA mailing list yesterday. Fred shows her diagram, which includes Application, job, diskspace, network bandwidth, cpu architecture, operation system, file system, … in UML.
The schema is superset of JSDL. Fred says this is the information he expects that container is published.

Fred’s team will work on rendering. WBEM and WS-CIM are working on rendering now and will have some output within two months, he hopes.
CIM XML mapping white paper is now publicly available. It good one and Fred expects some SDO will pick it up and start standards process within two months.

Jennifer: Why you don’t express these schema by WSRF RP?

Fred: It is a part of rendering discussion.

Fred will post URL of CIM mapping document to the list

Jennifer: Are interface and contents are 100% independent?

Abdeslem: GMA only defines interface. At this moment, there is no GGF WG which may write such interface definition.
Jennifer: History wise, any information group did not define schema.
Abdeslem: Information design team does not intent to define schema.

Fred: It seems to me that everyone panting schema definition. 

Jennifer: MDS hat on, Globus team wants to use standard interface. It is ok that schema comes later, it maybe based on community agreement. The most important thing is define standard interoperable interface.

3. OGSA information architecture skeleton (Abdeslem)
Abdeslem shows a couple of hypothetical approaches.

Approach 1: the data warehouse: not realistic
Approach 2: virtual distributed data warehouse, 

Vocabulary management is in which language does producer register? XML, XPATH, Xquery, or SQL?

R-GMA is a one instantiation of the GMA. Abdeslem proposes to define a single schema and use it grid wise.
Abdeslem explains two existing plumbings.
(a) WSN base approach; It is pure pub/sub model.
(b) Beyond WSN is INFOD. Its ObjectRegistry is GMA’s directory. INFOD gives more control on the publisher side.

Abdeslem thinks elementary vocabulary management is necessary.
Additional capabilities can be layered or composed on top of OGSA info.

Question is how to materialize this architecture skeleton
Hiro: Does INFOD provide “push” only?

No, INFOD covers not only push but also pull.

GMA document does not define any concrete interface. 

Jennifer: User does not need to know registry interface

Abdeslem: I want to know that.
Jennifer: There are already many grid information systems (more than five). Do you intent to define single OGSA-info interface?

Abdeslem: No. But INFOD defines abstract interface which covers MDS and GMA. 1st thing is to define producer and consumer interface, they are interface user uses.
MDS is WSN base and is different from INFOD’s consumer interface.

Introspect across information systems is important, too.
Abdeslem: We should cover MDS and GMA. (in other words, WSN and INFOD).
Jennifer: Do you going to prescriptive? 
Abdeslem: No we are inclusive.
Jennifer : Two questions; 

(1) What is this design team doing?

Answer: Defining information service architecture.

Does it mean define interfaces? 
Answer: Yes 

(2) Who commits to carry on?

Answer: No one (except Abdeslem) commits to work.

Hiro: It is a discussion topic of OGSA-WG at large. We are now discussing our task priority after Basic Profile work (it completes at GGF14)

