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Abstract

This document defines the HPC Basic Profile, consisting of a set of non-proprietary specifications, along with clarifications, refinements, interpretations and amplifications of those specifications which promote interoperability.
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1 Introduction
The HPC Basic Profile is a document that is used to describe how a particular set of specifications are composed in order to solve some basic use cases around the use of HPC systems [refer to use case document]. For example, the use case of how to submit an executable job to run on a compute cluster. It consists of references to existing specifications, along with any clarifications of the contents of those specifications, restrictions on the use of those specifications, and references to any normative extensions to those specifications. While it is envisioned that many systems will have capabilities above and beyond those described in this profile, this profile describes a basic set of capabilities that can be used as the basis of interoperability testing between systems claiming compliance. 

The document is structured as a set of sections, each of which is used to reference a particular aspect of an HPC Basic Profile compliant system. The first is that of job description, which references the Job Submission Description Language, version 1.0 [JSDL10] and the HPC Profile Application Extension [JSDLHPC]. The second is job scheduling and management, which references the OGSA Basic Execution Services specification [BES10]. 

It is worth noting that this profile is focused on describing the basic capabilities that must be supported by a compliant system. In many cases, the systems in question will support higher levels of functionality than described here, and many systems will support various extensions to the functionality described in the referenced specifications. It is not the goal of this profile to prohibit the use of such extentions, but to define a set of capabilities that can provide a basis for interoperability. As such, this profile may implicitly allow the use of various constructs, but not make any statement about the semantics of such use, and thus these constructs should not be used as the basis of any interoperability testing of HPC Basic Profile compliant systems.

2 Notational Conventions

The key words “MUST,” “MUST NOT,” “REQUIRED,” “SHALL,” “SHALL NOT,” “SHOULD,” “SHOULD NOT,” “RECOMMENDED,” “MAY,” and “OPTIONAL” are to be interpreted as described in RFC-2119 [RFC 2119].

The document refers to an “HPC Basic Profile compliant system” as a “Compliant system”. 

This specification uses namespace prefixes throughout; they are listed in Table 2‑1. Note that the choice of any namespace prefix is arbitrary and not semantically significant.

Table 2‑1: Prefixes and namespaces used in this specification.

	Prefix
	Namespace

	xsd
	http://www.w3.org/2001/XMLSchema


3 Job Description

This section describes restrictions and clarifications to the Job Submission Description Language, version 1.0 [JSDL10] and the HPC Profile Application Extension [JSDLHPC] specifications. 

3.1 
The following elements within a JSDL document MUST be supported by a Compliant system. For the purposes of this document, supporting an element has a stronger meaning than with [JSDL10]. In order to support an element, a Compliant system must not only parse the element, but must accept the element as part of the JSDL job definition, and apply the semantics as indicated by the referenced specification with any clarifications or restrictions as described in this section.
JSDL documents MAY include additional elements from [JSDL10] beyond those listed in this section.  A Compliant system MAY support any such additional elements should it encounter them in a submitted JSDL document.  However, a Compliant system MAY also instead return a JSDL UnsupportedFeature fault in response to encountering any such additional elements from [JSDL10].
3.1.1 JobDefinition

As in [JSDL10].

3.1.2 JobDescription

A Compliant system MUST support the JobIdentification, JobName, Application, and Resources sub-elements.

3.1.3 JobIdentification

A Compliant system MUST support the JobName and JobProject sub-elements.

3.1.4 JobName

As in [JSDL10].

3.1.5 JobProject

As in [JSDL10].

3.1.6 Application

A Compliant system MUST support the BasicHPCApplication sub-element, as defined in [JSDLHPC].

3.1.7 Resources

A Compliant system MUST support the following sub-elements within the Resources element: CandidateHosts, ExclusiveExecution, OperatingSystem, CPUArchitecture, IndividualCPUCount, IndividualPhysicalMemory, IndividualVirtualMemory, TotalCPUCount and TotalResourceCount. 

3.1.8 CandidateHosts

The CandidateHosts complex type will be supported as described in [JSDL10]. 

3.1.9 ExclusiveExecution

As in [JSDL10], with the clarification that the resources being allocated to the job are “hosts”. That is, if a job runs exclusively on a host, then no other jobs may run concurrently on the same host.

3.1.10 OperatingSystem

The OperatingSystem complex type will be supported as described in [JSDL10].

3.1.11 CPUArchitecture

The CPUArchitecture complex type will be supported as described in [JSDL10].

3.1.12 IndividualCPUCount

The description is as in [JSDL10]. A Compliant system MUST support the jsdl:exact element from the jsdl:RangeValue_Type for this element’s value. 

3.1.13 IndividualPhysicalMemory

As in [JSDL10], with the clarification that this element refers to the amount of physical memory (i.e. RAM) that has been configured in the machine.
 

3.1.14 IndividualVirtualMemory

As in [JSDL10], with the clarification that this element refers to the amount of virtual memory that has been configured in the machine.

3.1.15 TotalCPUCount

The description is as in [JSDL10]. A Compliant system MUST support the jsdl:exact element from the jsdl:RangeValue_Type for this element’s value.

3.1.16 TotalResourceCount

The description is as in [JSDL10]. A Compliant system MUST support the jsdl:exact element from the jsdl:RangeValue_Type for this element’s value.

4 Job Scheduling and Management Services
5 This section describes restrictions and clarifications to the OGSA Basic Execution Services specification [BES10].
6 A Compliant system MUST support the BES base case specification.  It MAY additionally support BES extension profiles.

7 The only restriction on the BES base case specification is that for the GetActivitiesStatus, TerminateActivities, and GetJSDLDocuments operations the length of the input vector of activities parameter MUST be exactly 1.

8 Security Considerations
[Fill in this section.]
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�We need to discuss. Should it be total RAM or unused RAM? If unused, how is it calculated?


�Is this swap, or VM? Is it configured or available? 
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