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6 Data Transfer
	Factory Operation
	Description

	Create Transfer
	Initiates a transfer between a source and a sink.  Returns an EPR to a Transfer service that is managing the transfer.

	Data Resource Operations
	Description

	Get Handle
	Returns a WS-Name for the transfer related operations provided by that service

	GetSupportedProtocols
	Returns the set of transfer protocols supported by this data resource.

	SetupTransfer
	Returns a protocol specific URI which can be used to initiate and mange the transfer.

	Transfer Service Operation
	Description

	PauseTransfer
	Temporarily stops an in-progress transfer.

	ResumeTransfer
	Resumes a paused transfer.

	StopTransfer
	Stops an in–progress transfer.  The Trasnfer service is destroyed as part of this operation.


The transfer of data is a key attribute of the data architecture – without it, data simply can not be accessed!  Data transfer is the movement of data from a source of data to a consumer of that data – ultimately, the movement of bytes of data from one computer to another over a network.  Data transfer happens when a data access interface returns a result to the client or a third party, when data is staged to an execution server, when a replication server copies data to a replica and in general whenever multiple data services need to exchange data.

In the request-response pattern, as described in section 2.3, the data to be transferred will be contained in the messages exchanged between a client and a data service.  This form of data transfer is described by the basic message exchange and operation invocation standards.  Typically such exchanges will be used for small amounts of data.

In other cases, the amount of data to be transferred can be quite large.  For example, a file containing the results, perhaps terabytes in size, of an experiment at a particle accelerator might need to be staged to a computational node where the raw data is to be analyzed.  A database might be hundreds of gigabytes, or even terabytes, in size and need to be replicated to a second site to ensure availability.  Whatever the reason, the amount of data may be very large.  This class of transfer is discussed as part of the data architecture.

The data transfer mechanism must meet the following requirements:
1. Performance.  Data transfers must operate at high efficiency.  This may mean that the data transfer implementation must be able to take advantage of lower level, unarchitected, features of the data resources involved.

2. Protocol agnostic.  The data transfer mechanism must be able to use various transfer protocols as appropriate.  This is required to allow evolution of the transfer mechanism as new technologies arise.
3. Data transfers should, in general, be controlled by a data transfer service.

4. Data services, other than those managing the transfer itself, should not be aware of the transfer protocols being used.  Failure to do this would result in every data service needing to understand all transfer protocols.

5. Data transfer should not be tied to the type of the data.  Data might be in many forms (e.g., flat files, relational databases, image files) and the data transfer mechanism must handle all such files.

6. Data transfers must be manageable by the client requesting the transfer.  The client should be able to monitor status, adjust performance and terminate the transfer early if needed.

7. Policies and agreements will govern the negotiated behaviour of a data transfer initiated by a client.

8. Data in transit will be secured by the data transfer mechanism in accordance with negotiated security goals.

9. A data transfer service may provide the ability to transform data as it moves from source to sink.

The most basic level of data transfer operation simply transfers bytes across the network without interpreting them in any way.  Higher-level transfer services can perform transformations on the data in order to preserve the meaning as the data is transferred between services.

As part of the data architecture we require that all data services provide a set of interfaces that allow for the standardized transfer of data between data services and data resources.  In order to understand these interfaces, we first describe the interactions that must occur between a data transfer service, a source of data and a sink (destination) for data.

The DMIS working group in the GGF is working on a specification for managing data transfer (without any transformations).  The authors are collaborating with the DMIS working group to ensure that their specifications will fit into the OGSA Data Architecture.
6.1 Data Transfer Interfaces

Each potential source or sink for a data transfer operation must provide the following operations:

Get Handle () which returns a WS-Name for the transfer related operations provided by that service.

GetSupportedProtocols () returns the set of transfer protocols supported by this data resource.  It takes the following argument:

· SinkOrSource: an enumerated indicating whether the data resource will be used as a source or sink for the data transfer operation

SetupTransfer () which takes the following arguments and returns a protocol specific URI which can be used to initiate and mange the transfer:

· Protocol: an indication of what protocol is to be used for the transfer operation

· SinkOrSource: an enumerated indicating whether the data resource will be used as a source or sink for the data transfer operation

In addition a data service may provide protocol specific operations to allow the CreateTransfer operation to determine protocol specific capabilities of the data resource.

There is a CreateTransfer factory operation that initiates a transfer between a source and sink and creates a transfer service to mange that transfer:

Create Transfer () which takes the following arguments and returns an EPR to a Transfer service that is managing the transfer:

· Source: a WS-Name for the source of the transfer
· Sink: a WS-name for the destination (sink) of the transfer

· QOS: An indication of the quality of service required of the transfer operation.  This might indicate, for instance, the required time of delivery, desired transfer speed, maximum bandwidth to be consumed and the maximum cost to be incurred.

This operation will use the GetSupportedProtocols operation to determine an appropriate transfer protocol between the indicated sources.  It will then use SetupTransfer to create the actual transfer and begin the actual movement of data.

A Transfer service provides the following operations to allow clients to manage a transfer operation.

PauseTransfer (): temporarily stops an in-progress transfer.  A fault is raised if the transfer is not currently in progress.

ResumeTransfer (): resumes a paused transfer.  A fault is raised if the transfer is not in a paused state.

StopTransfer (): stops an in–progress transfer.  The Trasnfer service is destroyed as part of this operation.

In addition we suggest that a Transfer service provide operations to determine the current state of a transfer, how much progress has been made and how much data/time remains for the transfer.

In addition, we need URIs to name data transfer protocols, following the guidelines discussed in Section 2.10.  Some such work has been done by the GGF’s ByteIO working group, producing URIs such as:

· http://schemas.ggf.org/byteio/2005/10/transfer-mechanisms/simple
· http://schemas.ggf.org/byteio/2005/10/transfer-mechanisms/dime
· http://schemas.ggf.org/byteio/2005/10/transfer-mechanisms/mtom
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