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Monday 28 August 

Mario Antonioletti
Allen Luniewski
Stephen Davey
Level of detail of interfaces?
Prescriptive vs. descriptive? Do not want to be overly prescriptive.

Include key generic operations.
What about optimising operations like “Update”?

Yes where important e.g. databases.

Else, make reference to them as appropriate as a concluding remark.

Include Properties? 
Yes, key ones.

Particularly the data specific stuff.

Presentation of interfaces?

In body of document, something like:

1 Data Access

1.1 Accessing Databases
The operations & properties ...
GetDataResourcePropertyDocument: returns the core property document values associated with a named data resource. For a number of reasons the DAIS standards provide this operation as an alternative to using the facilities of an OGSA Basic Profile.

 A summary table is ...

Operations

Read() : Takes an offset and a number of bytes to read, and returns that number of bytes from the resource.  

Properties
Readable: a Boolean indicating whether the data service
1.2 Accessing Sequences of Bytes

etc ....

Decided not to do it like this:

1.2.1 Operations

Read() : Takes an offset and a number of bytes to read, and returns that number of bytes from the resource.  

1.2.2 Properties

Read Only - ...

In Appendix:

Appendix 1.1..n - Specifications referred to in this document

Appendix 2.1..n – contains list of all generic operations & properties described in earlier sections in the summary tables.
Appendix 3.1..n – contains list of mappings from generic operations & properties described in earlier sections to existing specs.

Scenarios?

Use scenarios to validate that things work together properly.
Holes / Gaps?

How to detect gaps?
Security?

Policies, authentication, SLAs, QoS requirements?

Context, sessions?
Data Replication

Need to add a diagram to this section that captures:


1. The existence of a separate replication factory.


2. The existence of a separate replication catalogue.


3. That the "replication" is the pair <management process, {replicas}>.
Replication Factory – create ops

Replication Service – all others

Replica Catalogue – typical catalogue/registry ops (abstract name –> targets –> replica service)
Operations

Create – create a replica

· Primary data source

· Target location(s)
· Data to be replicated

· Consistency requirements

· Read/Write

· Lifetime

· Sync/Async creation

· Replica Catalogue Registration

Destroy – destroy a replica (and de-register)
· [Replica]
Modify Replicated Contents

· [Replica]
· Data to be added/removed

Force update/synchronization

· Replica

Validate

· Replica

Properties

· Source

· Target(s)

· Replicated data

· Consistency

· Read/write

· Lifetime

· Security Policy

· Security Policy Propagation rules

· Replica catalogue used  (optional)
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Data Access – WS-DAI
Structured/Unstructured Data Access
What data model is presented by the data resource?

Operations

Read()

Write()

· Bulk Load() ??

Create()

Destroy()

Query()

Execute()

· query

· update

· insert

[Associating large inputs with an insert not embedded in the message.]

GetResourceList()

Properties

(Granularity?)
Readable(DataResource)
Writeable(DataResource)
[But could be dependent on security policies etc. 

May be inherent properties of the underlying physical device]

DataResourceManagement

ConcurrentAccess (Status?)

(across all resources or just data resources? How does this relate to EMS?)

DatasetMap

ConfigurationMap

LanguageMap

(one to many operations? many to many ops?

Need to re-read DAIS spec about these).

Sensitivity(?) – SensitiveToChild, SensitiveToParent, ChildrenWillBeSensitiveToParents?, ParentsWillBeSensitiveToChildren?
Put Transactions & TransactionIsolation into a higher section.

ByteIO
Operations

Read()

Write()

Truncate() – for RandomByteIO
Create()? Not part of data access layer?

Destroy()?Not part of data access layer?

RandomByteIO - sessionless
StreamableByteIO - stateful session resource

Properties

Size (in bytes?)

Readable
Writeable

Transfer Mechanisms? (see next discussion)

Plus from StreamableByteIO:
Position

Seekable

EndOfStream

DataResource?? Having got this EPR what can you do with it?

What about management of streamable resources?

Data Transfer
DMIS is attacking the problem of setting up and managing a data transfer when it is given 2 servers and is told what transfer protocol to 
use in making the transfer happen.

DMIS is not [yet?] attacking the problem of setting up an optimal transfer between 2 (data) services.
From Michel & DMI-WG:


[image: image1]
Subsequent discussion and use case ....
User wants to move file “foo” from Source Service to file “bar” to Sink Service. 
1. User contacts Source Service to get an EPI_foo (End Point Identifier)
2. User contacts Sink Service to get an EPI_bar

3. User contacts movement factory with: EPR_SourceService, EPR_SinkService, EPI_foo, EPI_bar (may pass in QoS parameteres + *)
4. Movement factroy talks to EPR_SourceService passing  EPI_foo and  EPR_SinkService passing EPI_bar to obtained supported movement protocols 

5. Movement factory picks a protocol by some unspecified method
6. Movement factory contacts EPR_SourceService passing EPI_foo with chosen protocol identifier and gets back a protocol specific URI_foo handle which represents the information required to transfer data from the source.
7. Movement factory contacts EPR_SinkService passing EPI_bar with chosen protocol identifier and gets back a protocol specific URI_bar handle which represents the information required to transfer data to the sink

8. Movement factory instantiates a movement service that initiates and monitors the transfer using URI_foo and URI_bar

Version 2: represent things as WS-Names...

User wants to move file “foo” from Source Service to file “bar” to Sink Service. 

1. User contacts Source Service to get an WS-Name_foo

<MyEPR>

<wsa:Address>

URL

<ReferenceParameters>

2. User contacts Sink Service to get an WS-Name_bar

3. User contacts movement factory with: WS-Name_foo and WS-Name_bar (may pass in QoS parameteres + *)

4. Movement factory talks to the service represented in WS-Name_foo and WS-Name_bar to obtain supported movement protocols 

5. Movement factory picks a protocol by some unspecified method

6. Movement factory contacts service represented in WS-Name_foo with chosen protocol identifier and gets back a protocol specific URI_foo handle which represents the information required to transfer data from the source.

7. Movement factory contacts WS-Name_bar with chosen protocol identifier and gets back a protocol specific URI_bar handle which represents the information required to transfer data to the sink

8. Movement factory instantiates a movement service that initiates and monitors the transfer using URI_foo and URI_bar

We want to generalise the above steps, and then provide specific examples for e.g. file movement, DAIS result of query movement, including the content of the WS-Names at different steps, then pass on the complete scenario to OGSA-DMI and bask in glory at having solved data movement.

Notes:
1) EPI is an opaque handle that identifies the entity that will be moved within the scope of the service that produced it

2) EPI’s for foo and bar must be stable over changes of service location. (should be compatible with constraints on EPI’s in WS-Naming wrt time and space)

Operations

Allen to fill in details here...
Properties

Transfer Mechanisms
Allen to fill in details here...

Data Description
Operations

Not applicable?
Properties
Generic:

· Readable

· Writeable

Files (but not directories): 
· CreateTime
· ModificationTime

· LastAccessTime

· Size

· Encoding

· Format

· Lifetime

· StorageSpace??

· Owner / Provenance?

Relational Databases:
· Database Schema

· Query languages

· Vendor/Version/Extensions

· Stored procedures / functions ??

· Available Free Space

· Size

· Physical Schema

· See DAI-R specs for more

XML Databases:

· Query languages

· Vendor/Version/Extensions

· Available Free Space

· Size

· Physical Schema

· See DAI-X specs for more?

NB: These are three we know are important.  These are not everything however.  Others include: OO-databases, streams, file systems.
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Data Federation
Make it clear that the creation of a security policy for a federation requires considerable care and thought.
Operations

Factory:

CreateFederation()  [empty framework]

- returns federation EPR
On the federation:

AddResourceToFederation()
· Input Source(s) EPR(s)
· Filters
· Transformations

· Combination Mechanisms

· QoS requirements (+policies)

· Access mechanisms

Does the federation allow partial answers/result sets to be returned?

If so then needs to say which Input Source(s) were accessed.

AddAccessMechanismToFederation()

· Access mechanisms

Add/Update/Replace/Delete()

· Input Source(s) EPR(s)

· Filters

· Transformations

· Combination Mechanisms

· QoS requirements (+policies)
· Access mechanisms

DestroyFederation()  [if empty??]

Properties

· Input Source(s) EPR(s)

· Filters

· Transformations

· Combination Mechanisms

· QoS requirements (+policies)

· Access mechanisms (+associated [combined] schemas)

Joint OGSA Data + EMS Scenario

[image: image2]
The different steps of this simple scenario are as follows:

1. Submit job to BES container. (JSDL contains execution & data staging info).
2. Use data transfer service to do the required data staging.

3. Run the executable on the BES container with the input data.

4. Stage back result output data to client.

5. Delete staged input data at BES container.

6. Delete staged output data BES container.

Cache Services
Operations

Cache factory:

CreateCacheService()  [XML, ByteIO etc. variants?? Or can in handle multiple variants/access mechanisms]

· Source EPR

· Lifetime of Cache Service

· Size

· QoS requirements (+policies)

· Access mechanism(s) [or just assumed to be copy from Source?]

· Cache Storage Location

· Cache Service (Server) Location

· returns Cache Service EPR

Cache Service: (its operational and management interfaces)
UpdateCache() 
· Lifetime of Cache Service

· Size

· QoS requirements (+policies)

· Cache Storage Location

SynchroniseCache()

DestroyCacheService()  


[SynchroniseCache() first one assumes.]

Properties

· Source EPR

· Lifetime of Cache Service

· (Storage) Size

· QoS requirements (+policies)

· Access mechanism(s)

· Cache Service (Server) Location

Data Storage
SURL = Site (or Storage) URL. (e.g. srm: .... filename)

TURL = Transfer URL. (e.g. ftp: ... actual_file_location)

SRM:

A catalog maps an LFN (logical file name) to a SURL.

An SRM instance (for a storage cluster) maps a SURL to a TURL.

The TURL is protocol specific. The client can use the TURL to access the file using the given protocol.

Example:


LFN: /A/B/C/file


SURL: srm://srmHost/D/E/F/G/.../H/file


TURL: gridftp://hostInSrmCluster/I/J/.../K/file

Operations

(srmGetTransferProtocols – see DMIS??)

(srmPrepareToGet– see DMIS?)
(srmPrepareToPut– see DMIS?)

(Remote Access Functions – new in v3.0)
Space Management Functions:
Reserve Space (srmReserveSpace)
Get Space (srmGetSpaceToken)
Release Space (srmReleaseSpace)

Directory Management Functions: [synchronous & asynchronous ??]
List Files [basic info / detailed] (srmLs)

Release Files [remove pin/lock] (srmReleaseFiles)
Remove Files (srmRm)

Copy Files (srmCp)

Move Files (srmMv)

Make Directory (srmMkdir)

Delete Directory (srmRmdir)

Authorization Functions: (shouldn’t be part of Data Architecture).
(e.g. srmCheckPermission, srmSetPermission [on SURLs])

Request Administration Functions:

Abort Request ??? Part of Data Transfer interfaces??
(srmResumeRequest, srmSuspendedRequest – ask at OGSA level)
A storage service may optionally provide the following interfaces:

· Online data management interface, with agreement negotiation.

· Quota management interface, also with agreement negotiation.

· Permission management interface

· Transfer interface to initiate transfer of data to/from the storage

· User management interface

· Storage Namespace Management interface

Properties

A Storage Space has the following basic properties:

· Total size (in bytes).

· Type. File storage, raw device or streaming device.

· Lifetime (in seconds). 

· Ownership and access control.

· Access properties (protocol, bandwidth, latency, etc)

· Data Retention - Indicating what retention mechanism is applied to data in a given storage space.

· A storage space may provide set of optional interfaces (see below)

Storage Service Properties?
Wrap up and actions:
Actions:

Sections in architecture document to be edited (plus appropriate bits to be put in appendix 3):

1. Intro (section 1) - Mario
2. Data Replication – Allen
3. Data Access – Dais - Mario
4. Data Access – ByteIO - Mario
5. Data Transfer – Allen
6. Data Description – Dave
7. Data Federation – Allen
8. Cache Services – Dave
9. Data Storage – Stephen
10. Metadata Catalogues – Dave
11. Security – Allen
Note: 
Appendix 1 listing specs – already done?

Appendix 2 summary of general interfaces – to be completed in final draft?

Appendix 3 mappings to specs – to be completed in final draft?

Scenarios:

12. Joint Data/EMS scenario – Stephen.

13. Stephen to recheck/update scenarios document following F2F discussions.

Issues to be addressed at OGSA level:

14. When creating services how do you specify: (Dave)
· Lifetime of Service

· (Storage) Size

· Default QoS requirements 

· Default (security) policies

· Service Location (on which Server say) 

· Provisioning

15. What about asynchronous operations and aborting requests? (Dave) (Suspend/Resume/Abort Request)
DMI discussions:

16. Allen to send Data Transfer section to DMI-WG mailing list.

17. Dave to send Data Transfer section to SRM group (GSM-WG).

GGF18:
18. Dave to prepare Data Architecture slides.

19. Stephen to prepare Data Scenarios slides (plus joint Data+EMS scenario?).
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