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This chapter is a first attempt to describe storage management in the ogsa-d architecture document. There are many open issues on the relationship of the concepts described here with the ones already in the strawman document. Also, since I’ve been not part of many of the discussions that led to the strawman, I may be unaware of already resolved issues and decisions that have been made on which piece belongs where in the architecture. So this is intended as a first step in the process. Some items are unfinished.
Storage Resource Management
Next to computing and networking resources, data storage resources are the basic building blocks of a distributed computing infrastructure. Any kind of data is ultimately stored on a data storage resource. There are many kinds of storage resources today, ranging from a memory stick to a multi-petabyte tape silo. Different storage resources offer different levels of Quality of Service, and have different semantics for data access, both for reading and writing. 

In a Grid environment the data and its availability is managed by the Grid middleware. The middleware interfaces to storage need to be rich enough to be able to take into account the possible semantic properties of the underlying storage resource hardware. At the same time its usage should be simple enough so that clients of the storage resource don't need to be experts in the handling of it. The interface to data storage needs to abstract out the commonalities of data stores while allowing the usage of specific features that may be available only on a small subset of storage resources.
Storage is tightly coupled to all other aspects of the Grid Data Design. Every data access and data movement needs to take the data resource availabilities into account. [NOTE: The connection to ByteIO and WS-DAI needs to be mentioned here]
Storage is also tightly coupled to Grid scheduling. Grid Schedulers need to be able to take the data requirements of a job into account. In order to be able to do so, the storage resources need to expose appropriate interfaces as well. If data resources provide means of storage scheduling and reservation, these need to be exposed accordingly as well.
And last but not least, like any other resource, storage resources also need to be monitored, audited and its usage has to be accountable.
Site and VO management

Like any other resource, data storage resources need to take into account that they are managed both by the site owning the resource and by the Virtual Organisations that have access to it. Usually sites providing storage resources have the following needs and constraints while running a service:

· Ease of provision The site that provides a storage resource to be accessible by the grid wants to be able to do so with minimal effort. It should be easy to start and stop a Grid storage service.

· VO Management. Sites own the storage resource. When making available the storage resource to 'the Grid', sites need to be able to sign agreements with VOs, assign quotas to VOs, restrict Quality of Service to a VO, etc. 

· Local accounting. The sites have to be able to charge their users for the resource usage or otherwise account for their resources, for which they usually need the information locally. It is normally sufficient to account on a per VO basis, although some sites have stricter policies. 
· Transparent user management. The sites usually do not want to get extra work from having to manage all the users that access their resources through a VO. Sites usually want to manage their users at the VO granularity. However, a few sites have policies that require everyone using their resources to be personally registered (by getting an account and signing an agreement form), so this has to be possible as well if needed.

· Local access control. Most sites have a local policy or even legal obligations to be able to track who is accessing their resources and they need local control to be able to _deny_ access to specific users. This does not go against the previous necessity of transparent user management - the possibility to blacklist certain users and the ability to simply track access is usually enough.

· Quality of Service. The site is the defining authority for the quality of the data storage resource. It is up to the site to publish the actual policies for data safety and backup, as well as for service availabilities.

The Virtual Organisations are responsible for the following aspects of the storage resource management and have the following constraints and needs:

· User Management. It is normally the responsability of the VO to manage its users. It has to be able to propagate user information to the storage resource, so that users get authorized properly. The management of the actual user authorization information is up to the VO.

· User Prioritisation. Inside a VO some users have more rights than others. VOs need to be able to assign different priorities, quotas, abilities to each user, depending on the semantics of the actual storage resource (these may be very different for a database storage resource and a simple file store).

· Data Sharing. It is up to a VO and its users to define with whom and what other VOs the data stored in a given storage is allowed to be shared (if the data store is capable of securing the data at all). 
Data Storage Space Types
In order to manage data storage, there are three concepts that need to be introduced.

Volatile or Temporary Space. Data stores that provide temporary space semantics, take little guarantee for the data in storage. These are also sometimes called opportunistic stores or scratch spaces. Data stored in temporary space may disappear anytime. Such spaces are usually much easier to provide and also to use than permanent storage spaces. The security considerations of volatile space may also be much more relaxed, although the data stored in volatile space may also be well secured through proper authorization and authentication. Obviously, data stored in temporary space should not include master or primary copies of the data or important pieces of data that must not be lost. Such data stores may be used also to provide data caches. The concept of volatile space is not to be confused with data lifetime management; this is a property of the storage space, not of the data. Some stores may however combine the two concepts and provide volatile space based on data lifetime policies.
Permanent Space. Data stores may provide storage space where the data can be kept permanently or if in addition data lifetime management is provided, up to the guaranteed lifetime of the data. Permanent storage does take guarantees when accepting the storage of data: it takes the necessary precautions that the data is not lost for the lifetime of the data. Some storage may provide ‘infinite’ lifetime semantics, in which case the storage takes care of migration to new technologies, etc. Of course the more guarantees are taken, the more expensive will the management of the data become, so the usage of permanent stores is usually more expensive than the usage of volatile space. For important data and for primary and master copies, permanent storage should be used.
Durable Space. The concept of durable is introduced to describe a very specific use case: When important, not to be lost data is being produced at a site where no permanent storage is available, the data may be put into durable space where it is kept as long as it has been successfully migrated to its final destination. This is similar to the concept of a safe write-ahead cache. Durable space is like a very special mixture between volatile and permanent space: guarantees are taken only in very specific cases where the data is not available on permanent store yet. Also durable space is not ‘cheap’ since important data that has not been migrated yet must not be lost. Durable data semantics supersede lifetime management semantics: durable data may not be removed even if its lifetime has expired if it has not been migrated to permanent store yet. 
[NOTE: A link to the chapter on caching may be appropriate. We have to make sure that these two chapters don’t introduce conceptual inconsistencies].
The three types of storage space described above need to be taken into account for all operations and their semantics need to be available to all users of data storage resources. 
Storage Space Availability

In addition to the storage type and its associated semantics, the most important parameter that is taken into consideration by the clients of storage resources is the available storage space. It needs to be taken into account in order to optimize the usage of all Grid resources, most importantly storage itself. Some examples of where the available space on storage is important:

· Quota management. When managing quota, the available space to the storage or to the VO needs to be taken into account. Maximal quota settings, minimal quota, etc, are influenced by the actually available total space. Space management is tightly coupled with quota management since the available space is usually equal to the available quota. However, not all storage systems support quotas but they all provide storage space. Quota management may be applied to all three kinds of storage space.
· Data transfer. The target storage needs to have enough space available so that a given transfer may succeed. It is desirable for the target storage to have the ability to report to the transfer request upfront that it has insufficient storage space (or quota) to handle the request. The inability of the target storage to manage such space requests may result in a waste of the network resource, and also in waste of space on the target resource (incomplete data).
· Job scheduling with output data. When data is produced by a Grid job, the job scheduler may be told upfront how much storage space is needed for the job to complete successfully. If the job is connected to a storage which is not able to hold the data produced by it, the job will fail, wasting the Grid computing resource as well as bandwidth and storage.

Available space is changing quickly and the most up-to-date information may only be retrieved directly from the storage resource itself.
Storage Space Reservation

The ability to reserve space is very useful in order to assure that data transfers will complete or that jobs writing output data will also not fail due to unavailable data storage space. The operations associated with space reservation are the following:
· Reserve space. The parameters are the amount of space to be reserved and the lifetime of the reservation. This operation will return a token by which the given space reservation can be identified.

· Release space. The parameter is the token returned by reserve space.

· Extend reservation. An existing reservation may need to have its lifetime extended. The parameters needed here are an existing valid space reservation token and the new lifetime.

· Advance Reservation. Reserve space starting at a given time in the future, for a certain time. This capability is very difficult to implement and most storage systems don’t support it. There is an open debate whether advance reservation is useful and necessary at all in the context of data Grids, due to the very dynamic nature of the Grid.

It has to be stressed that space reservation is an optional capability of storage systems which has to be advertised and used as such. Clients need to be aware of the actual semantics of the data storage resource that provide space reservations in most cases.
Databases and Files

Most of the concepts and examples that have been discussed above did not assume anything of the underlying data storage and on what kind of data it is that will be stored on them. There are two very different data containers that are very commonly used: Databases and Files. Since these two containers offer very different semantics in terms of management and access of data, it makes sense to look at these two examples also in the context of storage space management. Some operations of the storage space may be expressed in terms of files and others in terms of database operations.

Commonalities (summary of the concepts above):

· Space types: Volatile, Permanent, Durable

· Space reservations

· Space Administration (site and VO related)

Differences [there may be more, I ran out of steam here]:

· Contiguous space. For files it matters how much contiguous space is available on a data store. It is different whether ‘1 terabyte’ space means available space for 1000 files of maximal 1GB size or whether it is indeed possible to put in a single file of 1TB size into the storage system. For database systems that store objects/table rows directly into the system, only the maximal object size is relevant – which is usually measured in kilobytes, not in terabytes. The database can then partition itself across many non-contiguous storage spaces in a completely transparent manner to the user, so exposing the contiguousness only makes sense to database administrators, not to users.

· Mass storage. Databases usually hide away any connection to an underlying mass storage system. They use Mass Storage Systems (MSS) only to back their data up, not to actually keep and serve the data. However, an MSS can be a data resource of its own, if the data container is a file. In that case a whole different set of semantics need to be taken into consideration (see next section).

· User management. Databases know the concepts of users and roles. It allows them to control the actual data access in a very fine-grained manner, however in a relatively specific way. Relational databases have different roles and capabilities than object-oriented databases. File storages however may have only very limited unix-like semantics for file access control. Access Control Lists (ACLs) are supported by some filesystems but their semantics may differ considerably (e.g. POSIX ACLs and the Microsoft NTFS ACL semantics). Also, access control flags may not be the same on one system as on the other (e.g. there may be a flag to list files on one system but not on the other). 
The conclusion from all these considerations and differences is that the interface to data storage needs to be partitioned into generic, file and database specific parts so that all the storage capabilities are accessible through Grid interfaces.
Mass Storage Systems

As mentioned above, MSS can be considered as File storage resources in general. A very important semantic peculiarity of MSS is that they stage the data before migrating it to the actual medium where the data is being stored on (tape silos, CD/DVD racks, etc). The staging introduces a set of very important factors also for the clients of the MSS. These are
· High latency. It may take a long time before data is made available on the staging area for a given client. If the system is overloaded, it may take up to several hours before a file is online.

· File pinning. Some data needs to be pinned in the stager because the client knows that it will use the data very soon again. This is to avoid unnecessary re-staging of important data.

· Stager management. If the client is automatically giving hints to the stager that some data is not in use anymore, or that writing of a given set of files is done, it may considerably improve the usability of an MSS.
The SRM interface managed by the GSM-WG is the result of these considerations. It allows for the client to specify that a given file is to be stored or to be retrieved from the MSS. It allows the management of a set of files as a single bulk operation, which it keeps track of.

[TODO: more detail on the actual MSS operations of the SRM]
Security

Access control semantics

Latencies, renewal issues

User management

Encryption
Interaction of Storage and Transfer

Here I wanted to say a few things on how transfers should interoperate with storage, especially in the case of MSS systems but ran out of time 
Summary of Operations on Storage

Based on the discussion above, these are the operations that can be exposed on a Grid Storage Resource. [NOTE: These need to be expanded/detailed considerably]
Type of space (volatile, temporary, durable)

Available space – either for VO or for a single user (including quotas)
Reservation of space, extending and releasing space.
Lifetime management, taking into account mass storage staging areas
Data security and access control, encryption
Administrative interfaces
