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Abstract

This document provides example scenarios of a generic nature to accompany the OGSA Data Architecture document [OGSA Data Arch]. It should be noted that this is not a use case document generating requirements of the OGSA Data Architecture. Instead this document comes from the opposite direction, providing illustrations of how the components and interfaces described in the OGSA Data Architecture document can be put together in a selection of typical data scenarios. 
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1. Introduction
This document provides example scenarios to accompany the OGSA Data Architecture document. They give illustrations of how the components and interfaces described in the OGSA Data Architecture document can be put together in various data scenarios.

Each example scenario is in a new section and includes 5 subsections:

1. Summary – this subsection gives an overview of the scenario and provides some examples from actual existing systems or use cases. 

2. Scenarios – here the typical steps that take place in the scenario(s) are listed.

3. Involved Resources – in this subsection the key components, services and clients/customers are briefly described. 

4. Functional Design – for the scenario, example interfaces are given with cross-references to the relevant sections of the OGSA Data Architecture document.

5. References – finally, references to relevant documents (specific to the scenario) are listed.
Most, if not all, of the data scenarios described below involve some number of clients, services and data resources (such as storage elements). It most cases it can be assumed that a Registry Service, or a Replica Service say, would also exist but this will not always be explicitly detailed in the use cases. 
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In these simplified scenarios the clients, services and data resources are assumed to be as follows:

· Client – the client or customer may be the originator of some data such as a query, or they may be consumer of data. The client may also be another service in some scenarios.
· Service – the service is assumed to be an intermediary between the clients and the data resources, and will provide some particular functionality on behalf of the clients and/or the resources.
· Data – the data sources may be the actual storage elements or they may be services that are providing an interface to data resources. They may be sources or sinks for data.
The use of these terms in the scenarios may be looser than the definitions given in the OGSA Glossary [OGSA Glossary], but they are not intended to be inconsistent with them.
Note that Fowler and Scott [Fowler & Scott 1999] also define: 
A scenario is a sequence of steps describing an interaction between a user and a system.
A use case is a set of scenarios tied together by a common user goal. 
An actor is a role that a user plays with respect to the system.

1.1 List of Data Scenarios

The following use cases for the OGSA Data architecture are considered in this document:

1. Data Replication – maintain a replica of data at a different location (for availability or performance).

2. Data Integration – bringing the data that you require together from disparate sources.
3. Data Pipelining – connect the output from one service to the input of another. Sometimes also known as Data Transfer or Data Composition.

4. Data Staging – the movement of data in preparation for the performing of operations on or with this data.

5. Personal Data Service – the organising of an individual’s data to allow them access to it from many different locations. 

6. Data Discovery – discover data; register data/metadata.

7. Data Storage – store file data in a Grid Data Service and retrieve it later.

8. Data Provenance – the provenance of a piece of data is the process that led to that piece of data; the history of ownership of an object.

9. Grid File System 
– provide a virtual file system in a Grid environment. 
The following use cases are not currently included in this document but may be added at a later date:

10. (Simple) Data Access – access a remote data source (e.g. a file or database), or submit a query and get a reply; data management.

11. Data Federation – constituting a single data set out of a number of separate data resources or data services; e.g. query a federated resource.

12. Data Caching – create a local cache of remote data (for improved performance).

13. Data Warehousing – the delivery of data delivery, or triggered data movement, to a data repository.

14. Data Streaming – the transfer of data at a steady high-speed rate, such as from a sensor.

15. Data Broadcast – the transfer of data to multiple sites; multicast.

16. Data Mining – the nontrivial extraction of implicit, previously unknown, and potentially useful information from data; Knowledge Discovery in Databases

17. Derivation – the automatic generation of one data resource from another.

18. Data Transformation – the consuming of data of one sort from which other data is generated; convert data from one format to another; filter data; apply arbitrary computations.
19. Metadata Catalogue Service 
– create, store and query metadata in a catalogue.
1.2 Architectural patterns

The data scenarios can be divided up into simplified architectural patterns as follows:

· One client – one service – one data resource: Simple Data Access.
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· Many clients – one service – one data resource: More complex Data Access, Data Warehousing, Data Broadcast.
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· Many clients – many services – one data resource: Data Pipelining, Data Staging, Data Streaming.
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· One client – one service – many data resources: Data Replication, Data Caching, Data Integration, Data Federation, Data Discovery.
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The last 2 combinations of clients, services and resources (shown below) yield no new architectural patterns that are not just derivable from the previous patterns.
· One client – many services – many data resources:
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· Many clients – one service – many data resources:

[image: image7]
In practice, most real life situations are a combination of many clients, many services and many data resources. But again, this combination can be built up from a number of the simpler patterns that have been identified.

2. Data Replication Scenario

Maintain a replica of a file, a database or a subset of a database or table at a different location (for availability or performance).

2.1 Summary

Several use cases that include data replication are described in the OGSA Use Case documents. They highlight some of the business requirements that need to be addressed.

From the document, “Open Grid Services Architecture Use Cases”, [OGSA Use Cases]:

Example: Persistent Archive

Many large-data scientific preservation environments are built using the capabilities provided by virtual data Grid technology (e.g. California Digital Library, NARA persistent archive, NFS National Science Digital Library).  Preservation environments typically organize digital entities into collections. Authenticity is tracked by the addition of appropriate metadata attributes to the collection to describe provenance, track operations performed upon the data, manage audit trails, and manage access controls. Validation mechanisms are provided to check that the data has not changed. All collections are supported across multiple sites, with replication across sites essential for:

· Disaster recovery. One cannot afford to have a collection lost due to fire or earthquake.

· Fault tolerance. When a site is down, accessing of the data is still possible from an alternate site.

· Performance. Load-balance accesses can occur across sites.

· Curation. Data is managed and maintained by experts who reside at different institutions. The primary copy tends to be at the site where the expertise is located.
From the Persistent Archive example, scenarios must deal with digital and intellectual rights of the contents. The Grid has a geographically distribution and spans across different regions with different laws. Contents have a license associated, which is a grant of permissions. Unauthorized use of the contents should be avoided so the Persistent Archive should provide access control for stored data. Furthermore, a trusted third party must certify contents. From the Persistent Archive example, the ultimate goals are to use all available bandwidth, and register 1000 files per second.
This scenario addresses the above apart from the access control and verification aspects.
From the document, “Open Grid Services Architecture: Second Tier Use Cases”, [Use Cases Tier 2]:

Example: The Learning GRID

Currently, teaching and learning practices are mainly based on the information transfer paradigm. This focuses on content, and on the key authoritative figure of the teacher that provides information, without taking in account any finer features such as his starting skill or his learning capabilities. In order to advance the effective learning, we need to promote a new paradigm that focuses on the learner and on new forms of learning. Publishing Houses store training content and provide remote access to it. They provide search and retrieval functions on the local repository via metadata-based queries.

Data, Information and Knowledge Management services have to provide the functionalities for storing, retrieving and managing of data, information and knowledge. Their interfaces should provide transparency to the user, e.g. he/she should be able to perform a query against a data, information or a knowledge structure in the same way. Furthermore, they need replica management that will handle ownership and consistency amongst replicas.

From the Learning Grid example, each organization as a Grid Service Provider has its own security policies and systems that must be supported. Malicious intrusions in proprietary resources have to be avoided. In general, the mechanisms proposed in the OGSA Base Profile are sufficient to address general security issues. 

From the Learning Grid example, organizations must be able to extract training content, concept dictionaries and ontologies from the repositories. This operation is time and resource consuming, also due to the complexity of the “reasoning” algorithms for the extraction of ontologies, and has to be optimized (e.g. using of optimized query evaluator engine) in order to optimize the overall performance. Low latency high bandwidth networks are required mainly for the large amount of multimedia data transferred during learning and collaborative sessions.

2.2 Scenarios

A simplified view of the replication scenario use case leads to the following steps taking place:

1. A data resource is registered with a replicating data service (details such as creation time, access control, etc. would also be included) and replication service enters the data resource into a replica catalogue. 

2. The replication service uses a data transfer service to move copies of this data to different locations and tracks which data is kept where.

3. Clients access the catalogue to find the data resource, or to return a list of resources that satisfy certain Quality of Service (QoS) requirements. 

4. Clients then access the stores either directly or indirectly.  

5. Changes to the data are notified to the replication service.

6. Updates then occur between the data services to synchronize the replicas.

A management interface may also allow control of data resource placement, addition and deletion, plus access to the replication and coherence policies and strategies.
This scenario is written in terms of the replication of files and general data resources, but an equally valid scenario is possible involving databases.

2.3 Involved Resources

The data replication scenario includes the following resources:

The Replication Service provides the front end to the client and handles the management and synchronization of the replicas.

The Registry Service manages the replica catalogue, maintaining a list of names and locations for the replicas.

The Data Transfer Service handles the transferring of the data to the different locations.

Data storage is where the actual copies of the data resources are kept, and it is assumed that the data resources would be wrapped in a (data) service interface.
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2.4 Functional Design

2.4.1 Functional Design 1 – Direct Data Access
One possible (simplified) functional design is shown in the following picture. In this case the Replication Service handles the registering of data resources (for example files or subsets of database tables say), instructs the data transfer service to move copies of this data to different locations, manages the coherency of the replicas and handles other quality of service policies. However, the Replication Service does not handle the cataloguing of the replica, but instead uses a (public) Registry Service.

The Registry Service stores the list replicas, tracks which data is kept where, and also allows clients to access the catalogue in order to find the data resource or to return a list of resources that satisfy certain QoS requirements.

The role of the Data Transfer Service is to move copies of data resources to the different locations. In this scenario, the Replication Service would either create Data Service 2 or cause a sink to be created at Data Service 2.  The Replication Service then tells the Data Transfer Service to move data from Data Service 1 to Data Service 2 using the source and sink at each respectively.
The Data Services 1 and 2 give the clients access to the data stores. They also notify the Replication Service if any changes are made to local copies and send updates to other data services to synchronize the replicas as determined by the QoS policy in place with the Replication Service.
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2.4.2 Functional Design 2 – Indirect Data Access
A second similar functional design is shown in the following picture. In this case the primary (front end) Data Service handles the data access and all interfaces with the clients, so there is no longer direct access by the clients to the data stores or to the replica catalogue. The Data Service also provides interfaces to Data Services 1 & 2.
The Data Replication Service instructs its (private) Replica Catalogue Service to register new data resources, and can search the catalogue in order to find the data resource or to return a list of resources that satisfy certain QoS requirements. Additionally, it instructs the Data Transfer Service to move copies of the data to different locations, manages the coherency of the replicas and handles other quality of service policies. 
The Replica Catalogue Service handles the registering of data resources and tracks which resources are kept where, but only allows the Data Replication Service to access its catalogue. 

Again the role of the Data Transfer Service is to move copies of the data resources to the different locations.

Data Services 1 & 2 provide access to the data stores but now only via the primary Data Service that the clients interacts with. They also notify the Replication Service if any changes are made to local copies and send updates to other data services to synchronize the replicas.
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Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch].The interfaces in the different steps of the scenario are as follows:
1. A data resource is:

a. Registered with a replicating data service (details such as creation time, access control, etc. would also be included) – section 10.2 “Creating Replicas”.
b. The replication service enters the data resource into a replica catalogue – section 10.3 “Discovering Replicas”. 
2. The replication service uses a data transfer service to move copies of this data to different locations and tracks which data is kept where – section 6 “Data Transfer”.

3. Clients access the catalogue to find the data resource, or to return a list of resources that satisfy certain Quality of Service (QoS) requirements – section 10.3 “Discovering Replicas”.
4. Clients then access the stores either directly or indirectly – section 7 “Data Access”, i.e. any suitable data access interface such as DAIS or ByteIO [ByteIO]. 

5. Changes to the data are notified to the replication service – section 3.4 “Notification of Events”.

6. Updates then occur between the data services to synchronize the replicas – section 6 “Data Transfer”.
Here it has been assumed that a catalogue as described in section 12 “Metadata Catalogue & Registries” has been used. But on steps 1b) and 3, if a DAIS exposed database was employed for example, then DAIS [WS-DAI] updates or queries could also be performed.
2.5 References
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3. Data Pipelining Scenario

Data Pipelining involves the connecting of an output from one service to the input of another.

3.1 Summary

This use case is based on the Digital Media use case described in the NextGRID Vision and Architecture White Paper [1].

Nowadays, almost all films and commercials use computer graphics animations to implement the special effects that the artists want to depict on the screen. Designers can use several software applications for creating 3D scenes like 3D Studio Max and Maya. These applications can build a 3D environment or just a single scene and render it. The large number of objects, textures, light sources and effects, like shiny surfaces and fog, is a factor that limits the design of a scene due to the increased computational effort. The best solution is to combine the summed power of many single PCs to accomplish the job with the existing software, thus combining the advantages of a powerful computer cluster with the “single PC” way.

The designer develops the job on a single PC with the client’s instructions followed as well as possible to ensure that the final result is the expected one. A close online collaboration between the client and the designer is required in order to have a result close to the client’s needs. 

KINO, a leading producer of TV commercials and films in Greece, anticipates that this novel business model can be supported by a Grid enabled rendering infrastructure that can handle not only the in-house production of urgent jobs and small jobs, but also large tasks with a task based negotiation. This negotiation, on the outsourcing of large tasks, has such parameters as the deadline, the complexity of the task, the number of frames and the total computational time needed. 

3.2 Scenarios

A simplified view of the data pipelining scenario use case leads to the following steps taking place:

1. Customer 1 (Designer) submits a rendering job to the Rendering Service. 

2. Completed animation is stored to a common storage device.

3. Rendering Service transfers the completed animations (data) to the Visualization Service using the Data Transfer Service.
4. The Visualization Service displays the animations to the clients (Designer & Reviewer/Customer) in an agreed format.

3.3 Involved Resources

The Rendering Service handles the rendering of jobs with the completed animations stored to disk say. The Rendering service then uses the Data Transfer Service to move the completed animations. 
Data Service provides access to the data storage where the completed animations are stored.

The role of the Data Transfer Service is to transfer the completed animation data, generated by the Rendering Service, to the Visualization Service.
The Visualization Service displays the animations to the clients (Designer & Reviewer/Customer) in an agreed format.
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3.4 Functional Design

Here it is assumed that result data is transferred to the Visualisation Service as soon as the rendering job is completed.
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Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch].The interfaces in the different steps of the scenario are as follows:

1. Customer 1 (Designer) submits a rendering job to the Rendering Service – section 3.7 “Reservation and scheduling” and Execution Management Services (EMS) in OGSA. The details of the job would be defined in say JSDL [JSDL].
2. Completed animation is stored to a common storage device – section 3.7. It is assumed that detail on how and where to store the results would be controlled by the Execution Management Services.
3. Rendering Service transfers the completed animations from the Data Service to the Visualization Service using the Data Transfer Service – section 6 “Data Transfer”.
4. The Visualization Service displays the animations to the clients (Designer & Reviewer/Customer) in an agreed format – most likely an application specific interface.
3.5 References

Relevant references:

1. NextGRID Vision and Architecture White Paper, http://www.nextgrid.org/download/publications/NextGRID_Architecture_White_Paper.pdf
4. Data Integration Scenario

4.1 Summary

Data integration is the identification of required data and the bringing together of that data into one place. It is an important part of Grids which aim to facilitate collaboration and the sharing of resources.

There are many projects that involve data integration. A few examples are:

· FirstDIG project,  http://www.epcc.ed.ac.uk/~firstdig/

· BRIDGES,  http://www.brc.dcs.gla.ac.uk/projects/bridges/

· EdSkyQuery-G project,  http://edskyquery.forge.nesc.ac.uk/

· eDiaMoND project,  http://www.ediamond.ox.ac.uk/index.html

· INWA,  http://www.epcc.ed.ac.uk/~inwa/

Example: FirstDIG

The FirstDIG project [1,2,3] was a collaboration between the First PLC public transport company and the UK’s National e-Science Centre, represented by EPCC (University of Edinburgh). The project goal was to answer specific business questions through data mining analyses of data delivered by OGSA Data Access and Integration (OGSA-DAI, [4,5]) services. The data were integrated following extraction from various sources in a distributed, heterogeneous relational database environment.

The First PLC public transport company has been established over a long period of time through a number of mergers and acquisitions. This has resulted in a company with a large number of legacy data and different database systems, which have been acquired by various divisions at different times.

The FirstDIG project provided a graphical user interface which allowed a user to gain access to a set of different, distributed databases in a uniform way using SQL queries. The infrastructure behind this user interface was based on the OGSA-DAI Web Services, which allowed different data sources to be accessed in a standard way for read and write operations and helped to provide uniform access to the heterogeneous data environment.

4.2 Scenarios

Anjomshoaa [3] identifies a number of potentially complex steps that form the data integration process:

· Data discovery – if the locations of the data are not already known then they must be discovered via registries or directories of data sources.

· Schema mapping – the data must be understood and presented in a uniform manner, requiring the capability to map between the different schema describing the data.

· Data consolidation – differences in the format or structures of the data may require transformations to a single data format so that the disparate data can be comparable.

It is the process of consolidating the different data formats and their descriptions from disparate heterogeneous environments that is sometimes referred to as data integration. Although, in most everyday situations all 3 steps play an important part in the overall process.

Anjomshoaa also defines a number of different data integration categories that span the range of complexity. The simplest category is that with similar data, single ontology and separate homogeneous data sources. The most complex being those with different data, different ontologies and separate heterogeneous data sources.

Not surprisingly, the majority of real-life problems fall into the final, most complex, category. However, despite data integration requirements usually being different in different projects, the key methods and core tools that are used in each domain are still typically the same.

4.3 Involved Resources

The data sources could be any number of different databases or file stores which are brought together and integrated to give a resulting source from which information can be extracted. The data sources could also be data streams, although streams will not be included in the current version of the data scenarios and data architecture documents. 

It is assumed that each data source will be “hidden” behind a standard, generic, Web Service based interface thereby shielding the integration service from heterogeneity in the data resources.
The role of the Data Registry Service is to provide a means for the customer to locate the data sources in cases where these locations are not already known. This may be via registries or directories of data sources.
The Schema Registry Service manages a repository that provides schema maps between the different schema describing the data. Ideally, the Schema Registry Service should also notify the customer or other services of any local schema modifications since these changes would then require corresponding updates to the schema mappings repository. Note that the creation of the schema maps, either manually or by some possibly automated process, is not part of this document.
The Data Integration Service provides the final consolidation of the disparate data sources into a single data format on which queries can be executed. It will handle the differences in the format or structures of the data and any transformations to a single data format that may be required.

 SHAPE  \* MERGEFORMAT 



4.4 Functional Design

Two alternative data integration designs are given below. The first involves a much greater degree of manual intervention from the user in order to initially locate the data sources and to ensure that the appropriate schema mappings between the data sources are defined. This first version is how data integration is currently performed in most cases. In the second version it is assumed that the tasks of data discovery and schema mapping are handled by the data integration service with little or no human assistance. It should be noted that this second, largely autonomous version, is primarily just a research activity at present.

4.4.1 Functional Design 1 – Partly Manual
For clarity the following scenario steps are shown in two diagrams. The first shows the steps involving customer 1 and the creation of the schema mappings. The second shows customer 2, the locating of data and the submitting of a query to the distributed data sources. 
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Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch]. The interfaces for the steps that occur in the typical (partly manual) data integration scenario are as follows:

1. Data sources are published in the Data Registry Service – section 12 “Metadata Catalogue & Registries” (Publish operation). 
2. The different schema describing the data are obtained from the data sources and the schema mappings are stored in the Schema Map Repository – section 12 “Metadata Catalogue & Registries” (Publish operation). Some input from the customer to obtain the local schema and create these mappings is assumed.
3. Schema Registry Service notifies customer 1 if any changes to the different schema describing the data take place in the data sources – section 3.4 “Notification of Events”. (The customer would then need to update the latest mappings stored in the Schema Map Repository.)
4. Customer 1 ensures that all the correct mappings between the different data schema describing the data are in the Schema Map Repository – section 12 “Metadata Catalogue & Registries” (Update operation). 
5. Customer 2 locates data sources using the Data Registry Service – section 12 “Metadata Catalogue & Registries” (Find operation). [Note that steps 1 to 5 could take place some time in advance of step 6.]
6. Customer 2 sends a data query to the Data Integration Service – section 7 “Data Access”, a DAIS query say.

7. Data Integration Service requests the mappings between the different schema describing the data from the Schema Registry Service – section 12 “Metadata Catalogue & Registries” (Find operation).

8. Data queries are sent to the various data sources taking into account the differences in the format or structures of the data, and performing any necessary transformations, so that the disparate data can be comparable – section 7 “Data Access”, multiple DAIS queries say. 
I.e. The results returned from this single step will in practice typically require 3 sub-steps:

a) Take in the data.

b) Perform format transformations and other computational transformations.

c) Perform query evaluation (and optimisation).
9. Consolidated data result set is returned to the customer – section 7 “Data Access”, as a response to the original DAIS query using the options described in section 7.
Note that steps 7 and 8 need not necessarily happen in this order. The integration engine may very well find other, more optimal, ways to do the required computations.
There are also several alternative interfaces that could be used. For example, the Data Registry Service and the Schema Registry Service could subscribe to each of the Data Services rather than the Data Services publishing data to them.
On steps 4, 5 & 7, if the Data Registry Service and the Schema Registry Service were exposing DAIS databases then WS-DAI queries and updates could be performed instead.
In all of the cases the Data Integration Service will need to be able to understand generic queries from the customer (step 6) and also the specific query languages of individual data services (step 8).
4.4.2 Functional Design 2 – Automatic
The following steps occur in the more complex, largely autonomous, data integration scenario:
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1. Data Sources are published in (or perhaps discovered by) the Data Discovery Service. [Note that this step could occur some time in advance of step 2.]
2. Customer sends a data query to Data Integration Service.

3. Data Integration Service locates data sources using the Data Discovery Service.

4. Data Integration Service requests the mappings between the different schema describing the data from the Schema Mapping Service. Note that the creation of the schema maps by some sort of automated process is not part of this document.
5. Updates of the mappings between the different schema describing the data are obtained from the data sources to ensure that the latest mappings are stored in the Schema Map Repository.
6. Schema Mapping Service returns the latest mappings to the Data Integration Service.

7. Data queries are sent to the various data sources taking into account the differences in the format or structures of the data, and performing any necessary transformations, so that the disparate data can be comparable.

8. Consolidated data result set is returned to the customer.
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5. Data Staging Scenario
Data Staging is the movement of data in preparation for the performing of operations on or with this data.
5.1 Summary

There are many scenarios involving parameter space exploration in which compute jobs are derived from a set of parameters and require boundary condition data for use in the calculations. Where this boundary condition data set is large and frequently accessed, performance improvements can be made by moving the data close to the compute resource. 
Similarly, BLAST (Basic Local Alignment Search Tool) jobs require access to large nucleotide, protein and chromosome databases when computing alignments of nucleic acid or protein sequences. A favourable option is therefore to move frequently used data close to the computation. See references [1], [2] & [3].

Note that in both of the above cases copying, caching or replicating the data may all be appropriate as well.

5.2 Scenarios

A simplified view of the data staging scenario use case leads to the following steps taking place:

1. Customer 1 submits a parameter space exploration job to the Parameter Space Exploration Service. 

2. An optimized copy (bulk load) of the boundary conditions data is made from the Parameter Space Exploration Service to the Simulation Service, utilising Data Services to assist in the extraction and transfer of the data.
3. The Simulation Service sets up the results database.

4. From the parameter set the simulation jobs are generated and sent to the Simulation Service. Each of the jobs will take parameters from the parameter set database and then read the boundary condition data from the local copy of the boundary conditions database.

5. Results from the Simulation Service are stored in the results database.

6. On completion of all the generated jobs the Simulation Service’s local copy of the boundary conditions database is deleted.

7. Queries (or jobs) are used to get derivatives from the results database.
8. The Simulation Service returns the derived data to the client (Customer 1 in this case).
9. On completion of all queries the Simulation Service deletes the results set database.

5.3 Involved Resources

The Parameter Space Exploration Service copies boundary condition data to the Simulation Service, utilising a Data Service in this process. The Parameter Space Exploration Service, which is acting as a job submission service, also generates the simulation jobs from the parameter space data.
Data Service 1 queries the boundary condition database and transfers the relevant data via Data Service 2 to the Simulation Service before the computations start.

The Simulation Service performs the computations on a copy of the boundary condition data using as input the parameter set data provided by the Parameter Space Exploration Service. It stores the results and returns (derived) result data to the customer.
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5.4 Functional Design

Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch].
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The interfaces in the different steps of the scenario are as follows:

1. Customer 1 submits a parameter space exploration job to the Parameter Space Exploration Service – section 3.7 “Reservation and scheduling” and Execution Management Services (EMS) in OGSA. The details of the job could be defined in an appropriate workflow language and then executed by the workflow enactment engine.
2. An optimized copy (bulk load) of the boundary conditions data is made from the Parameter Space Exploration Service to the Simulation Service, utilising Data Services to assist in the extraction and transfer of the data. This step would actually have 3 parts:

a. Firstly, storage space needs to be reserved through the Simulation Service with the corresponding EPR for the storage being returned to the Parameter Space Exploration Service – section 8 “Storage Resource Management”.
b. Secondly, the Parameter Space Exploration Service queries the Boundary Conditions database for the relevant data – section 7 “Data Access”, a DAIS query say.

c. Finally Data Service 1 bulk loads the boundary condition data to the Simulation Service via Data Service 2 – section 6 “Data Transfer”, plus a DAIS factory operation say.

3. The Simulation Service sets up the results database – this is likely to be application specific. 
4. From the parameter set the simulation jobs are generated and sent to the Simulation Service. Each of the jobs will take parameters from the parameter set database and then read the boundary condition data from the local copy of the boundary conditions database – section 3.7 “Reservation and scheduling” and Execution Management Services (EMS) in OGSA. The details of the job would be defined in JSDL say.

5. Results from the Simulation Service are stored in the results database – this is likely to be application specific. Alternatively, if files were used then SRM operations (section 8 “Storage Resource Management”) could be used.

6. On completion of all the generated jobs the Simulation Service’s local copy of the boundary conditions database is deleted – WS-Lifetime could be used here.

7. Queries (or jobs) are used to get derivatives from the results database– section 7 “Data Access”, a DAIS query say.
8. The simulation service returns the derived data to Customer 1 – section 7 “Data Access”, a DAIS query response say.
9. On completion of all queries the simulation service deletes the results set database – again WS-Lifetime could be used here.

Alternatively on step 3 WS-DAI could be used for databases, and if files were used then SRM operations (section 8 “Storage Resource Management”) could be used.
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6. Personal Data Service Scenario

The organising of an individual’s data to allow them access to it from many different locations.
6.1 Summary

There are many occasions when a person wants to build a personal collection of data and then to be able to access that data whilst at many different locations. They need to be able to identify an arbitrary bundle of data and to reliably and privately store it. The Personal Data Service then needs to be able to provide the individuals data (possibly incrementally) at whatever site the person is connected at.

Example: myGrid
The myGrid project [1] is a UK e-Science project funded by the EPSRC. It is building, amongst other things, high level services for the integration of biological data, resource discovery and distributed query processing. It is also looking to incorporate provenance management, change notification and personalisation – see for example [2].

Example: AstroGrid

AstroGrid [3] is an open source project designed to create a working Virtual Observatory for UK and International astronomers. Access to AstroGrid services can be via a portal or using the Workbench desktop application. This gives the user the capability to build and execute workflows, create dataset queries and to manage their area where intermediate data and final results can be accessed securely and remotely (called MySpace, [4]). 

6.2 Scenarios
The Customer interacts with the Personal Data Service in order to build a personal collection of data. This data could be in the form of individual data resources or within containers. Note also that some of this data may be, for example, from a query calculating the result value on the fly, or from data that has already been materialised and stored. It may be any data generated by any application during a session, in some cases without the user having explicit knowledge of this data creation. Ideally, this data would take any form: Small scale sets of name-value pairs; references to data such as a query or workflow plus names/EPRs that will get that data; bulk data, etc. This implies that an open-ended heterogeneous set of data is in this personal data service at any time. It may be explicitly named, so a user may share it with a group of people engaged in the same work, or so a user may have different spaces say. Most importantly, this name identifies a time-varying set of values currently associated with the name. The user and applications are not responsible for organising storage or data movement of the data in this named collection, but this should be automated. 
There has to be mechanisms for:
a) Creating a named-space.
b) Storing name-value pairs in that space, where names are relative to that named space and value may be of any type, e.g. string, real number, matrix, relation, XML doc, etc.  It may be by copy or by reference, with for example a reference being be a query or any other value forming expression.

c) Retrieving name-value pairs for local use or to despatch to a third party.
d) Closing a session of use of that named space.
e) Starting a new session of that named space, possibly in a different computational environment – underlying mechanisms incrementally materialise data locally as it is accessed.

f) Inspecting and managing the contents of that named space.
g) Removing name-value pairs from the named space.
h) Terminating (or extending) the life of a named space.

The following steps could typically occur in the scenario:

1. Customer at site 1 locates data by using, for example, a Registry Service. 
2. The Customer interacts with the Personal Data Service (via their Local Cache Service) in order to create a personal collection of data (a named space). 

3. The Personal Data Service uses a Global Naming Service in order to name the customer’s collection of data.

4. The Customer at site 1 uses Local Cache Service 1 in order to build and modify their personal collection of data.

5. On terminating the session at site 1 the Local Cache Service 1 updates the Personal Data Service.

6. Customer moves to site 2 and starts working on a named collection, wanting to use, change and add to their personal collection of data. This is done via Local Cache Service 2.
7. On terminating the session at site 2 the Local Cache Service 2 updates the Personal Data Service.

6.3 Involved Resources

The Personal Data Service is used by the customer in order to build a personal collection of data. This data could be in the form of individual data resources or within containers. 

For performance reasons Local Cache Services would be used to store parts of the user’s personal collection of data that are being used frequently. The Local Cache Services would have exactly the same interfaces as the Personal Data Service. Updates, at say the end of the user’s session, would then take place between the Local Cache Services and the (global) Personal Data Service.
A Registry Service may be used to enable data sources and data services to be located.

The Data Services provide access to data resources that have been added to an individual’s personal collection of data. Copies of the data may be stored by the Personal Data Service or it may contain just the references to the data resources within the Data Services.
The role of the Global Naming Service is to provide a globally unique name for the individual’s personal collection of data and any other entities that may require naming. Although it is likely that sub-components within any given personal collection of data would be named locally by the Personal Data Service.


[image: image19]
6.4 Functional Design

Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch]. 
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The following steps occur in the scenario:

1. Customer at site 1 locates data by using, for example, a Registry Service – section 12 “Metadata Catalogue & Registries” (Find operation). 

2. The Customer interacts with the Personal Data Service (via their Local Cache Service) in order to create a personal collection of data (a named space) – this is likely to be an application specific interface. 

3. The Personal Data Service uses a Global Naming Service in order to name the customer’s collection of data – section 3.1 “Naming”.

4. The Customer at site 1 uses Local Cache Service 1 in order to build and modify their personal collection of data – section 12 “Metadata Catalogue & Registries” (Update operation).
5. On terminating the session at site 1 the Local Cache Service 1 updates the Personal Data Service – section 12 “Metadata Catalogue & Registries” (Update operation). 

6. Customer moves to site 2 and starts working on a named collection, wanting to use, change and add to their personal collection of data. This is done via Local Cache Service 2 – section 12 “Metadata Catalogue & Registries” (Find, Update operations etc).
7. On terminating the session at site 2 the Local Cache Service 2 updates the Personal Data Service – section 12 “Metadata Catalogue & Registries” (Update operation). 

As an alternative, interactions with the Registry Service, the Personal Data Service and the Local Cache Services could be done with DAIS queries and updates.

Also, updates between the Local Cache Services and the (global) Personal Data Service could be performed by using a subscription say (section 3.4 “Notification of Events”).
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7. Data Discovery Scenario
Data, information, and metadata discovery. Allowing users and services to find data within a fluid or unknown Grid topology.
7.1 Summary

Data and information discovery is very important in multi-user and multi-organisational Grid environments. Within a simple, single-organisational Grid, resources, services, data, information, and metadata locations can be passed by word of mouth, and understanding of the underlying Grid fabric (i.e. how it has been setup). For multi-organisational, multi-user Grids, where services and users may simply be purchasing the resources of the Grid, passing this information by word of mouth becomes a cumbersome and restrictive if not impossible mechanism. What data is stored in the Grid, or what services are available on the Grid, may not be known by the infrastructure providers. Add to this the constraints of business-to-business interaction, with sensitive data and services being used on the Grid, and it becomes clear that some mechanisms are needed to facilitate discovery.

Data discovery is the process of fulfilling user queries with data, or the location of data, that is the closest match to the data they specified in their query.

The example shown in this scenario is based on Echo Pattern networks [1] and is taken from the NextGRID document P4.3.4 [2].
7.2 Scenarios
There are a very large number of discovery scenarios, but for the purpose of illustration we will focus on three standard examples:

· Service/Resource Discovery

· Data Discovery

· Data Creation

7.2.1 Resource Discovery

The first area can be classed as resource discovery, and actually has two main functional aspects to it.   Firstly, there is the situation when a user wishes to locate a particular resource, or a set of particular resources.  Queries such as “Find me all the computers that are pink” or “Find me the data store that holds Fred’s data” are good examples of this.  The second aspect of information discovery in a resource context is when a user already knows the location of a resource but would like to obtain some metadata about that resource.  This is really a more specific version of the general resource discovery problem, where the resource location or name is provided to the discovery service and certain metadata is request.  So “Tell me how many GB of memory there is in computer xx591” would be an example of this.

7.2.2 Data Discovery

The second main area of use for a data/information discovery mechanism is locating specific data within a data resource.  At some level, this can again be considered as a specific version of general resource discovery, except instead of querying metadata about a particular resource, we are querying data held within a resource.  However, it is likely that for all but the simplest data stores this kind of operation will have a different interface and mechanism than that for discovering metadata about a resource.  Efficiently obtaining data from a resource such as, for example, a large relational database, or a large collection of images, requires specific algorithms and techniques.  These are likely to be implemented by the resource provider, rather than the echo node provider, and have a different entry point than that for the metadata discovery mechanism.  They may also need different querying interfaces, to allow queries to be tailored to specific data.  Two examples of this kind of query are “Find me the accounts data associated with person number x1234” or “Find me the first 10 image files in the green5 image store”.  In the first instance, this is a coupling of resource discovery and data discovery because the discovery mechanism must first find a resource that can provide that kind of data, and then find the data itself.  The latter case is a pure information discovery problem, as the resource has already been located or is already known.  We can see from these two examples that the information/data discovery mechanism is impinging on data transfer/transport mechanisms/services.  Whilst it will not always be ideal to use the discovery service to return data (i.e. in the case where you are using very large datasets or files), it is obvious that the mechanism must be able to support a reasonable level of data transport.

7.2.3 Data Creation

The third usage scenario for data/information discovery is that in which a query is submitted which can only be satisfied by the creation of new data from existing data within the Grid.  An example of this would be “Tell me the average temperature of the temperature probes connected to this Grid”.  This involves searching for all temperature probe services or resources in the Grid, requesting the temperature property from these resources, and then performing an operation to return the requested value.  This task could be achieved by the application itself, i.e. the query could be satisfied by an application requesting all temperature readings in the Grid, and then performing the averaging operation itself.  However, we can see that it may be more efficient if the discovery mechanism supports this kind of operation, as it cuts down on the amount of data being transferred throughout the Grid.  

These three scenarios all require the same basic steps to perform the discovery operation:

1. User sends a query to a discovery service.
2. Discovery service parses query.
3. Discovery service attempts to satisfy query.
4. Discovery service returns results to the user.

However, what these steps entail in practise very much depends upon the discovery mechanism used. In the NextGRID discovery work we have chosen to use a decentralised discovery network as opposed to a traditional registry based solution.

The core of the discovery network is the echo node, which can be considered the main discovery component.  An echo node accepts queries from users, or from other echo nodes, and attempts to match that query to resources it knows about.  It may also pass a query onto other echo nodes within the Grid.  Any echo node can be the entry point for queries into the discovery mechanism.  The echo node also contains functionality that may allow aggregation of data, providing the potential for a solution to the Data Creation usage scenario.

The echo node discovery system allows for an extensible mechanism, with local control of echo node behaviour by implementers.  This is important in the business-to-business case where businesses may allow users to search their data or services/resources but would want control of the search algorithms and criteria used.  It also removes the need for a single organisation or individual to provide and maintain the discovery service.
7.3 Involved Resources
Each Data Discovery Service (echo node) accepts queries from customers and attempts to match that query to local resources. It may also pass on the query to another Data Discovery Services and aggregate any returned data. 
The Data Services provide the interfaces to the data resources.
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7.4 Functional Design
Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch]. 

Each Data Discovery Service has identical interfaces and contains Propagator, Aggregator and Locator components. It also implies that in order to aggregate all of the data from other nodes and resources, the query results must be in the same or at least in a recognisable and equivalent format.

Data Discovery Services use Point-to-Point style networking to propagate and collect/aggregate results and queries.
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The interfaces for the steps that occur in the typical data discovery scenario are as follows:

1. Customer submits a query to one of the Data Discovery Services (an echo node) – section 7 “Data Access”, a DAIS query say.

2. Each Data Discovery Service sends the query to any local resources (shown here as Data Services 1 to 4) that can deal with the query – section 7 “Data Access”, a DAIS query say. Note that querying of the actual data storage will depend on the type of storage and so will most likely be an application specific interface.

3. Each Data Discovery Service also forwards the query to some other Data Discovery Services within the network (where “some” can be zero or more) – section 7 “Data Access”, a DAIS query say.

4. Resources return any relevant results to the Data Discovery Service – section 7 “Data Access”, a DAIS query response say.

5. Result sets are collated (and aggregated if necessary) and returned to the query originator – the collecting together of results sets is an internal function and will most likely be application specific. The returning of the results may be in the form say of a response to the DAIS query detailed in step 3, or it may be an application specific interface.
6. Originating Data Discovery Service returns the results to the customer – section 7 “Data Access”, a DAIS query response say.
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8. Data Storage Scenario
Store file data in a Grid data service and retrieve it later.
8.1 Summary

Data services are always built on top of storage facilities (hardware). The specifics of the storage devices used at different sites must not be exposed to the Grid users and services. The Grid client of a site data storage facility just wants to have a certain amount of ‘space’ in bytes for a certain amount of time with some characteristics (access time, latency, average bandwidth), specified in a standard manner at any participating Grid site independently of the underlying storage hardware.

Data services are often the lowest layer resources that are provided by the Grid architecture and the clients of data services are higher-level data management services. The data itself is accessed using some standard protocol, probably provided by a data access service. In the Data Storage use cases the actors are: The client, the data storage service and the access, streaming and transfer services. The client could be reading/writing data into storage through any of these data services. 

Before being able to do anything, the client needs a data handle/reference to read from/write to. This handle is given to it by the Data Storage Service upon request. In the GGF Grid Storage Management Working Group (GSM-WG) this handle is called the Storage URL (SURL) [3].

A Data Storage Service is usually a site service, i.e. is permanently associated with a given site. However, we should not exclude online data stores for example or NAS or SAN systems where the actual architecture of the storage device may span many physical locations. In this case the entry point to the same data service may be given at many sites.

In terms of securing the data on the data storage, the Data Storage Service discussed here relies on the available security mechanisms of the underlying data storage device to enforce authorization. However, to the outside world the proper OGSA semantics should be exposed, translating the intricacies of the given device into the standard interface semantics.
In the EGEE [1] and LHC Computing Grid [2] infrastructures, the storage devices used at the High Energy Physics laboratories are often hierarchical storage devices with a tape backend ([4, 5]). Such storage solutions necessitate the careful planning of what data needs to be available online, i.e. spinning on disk as opposed to stored on tape, due to the large cost (in terms of latency and performance) involved in bringing data from tape to disk. Usually only up to 20% of the total data can be brought online. Data on tape is usually referred to as nearline data.

The Storage Resource Management (SRM) interface [3] defined by the GSM-WG defines the management interface on top of hierarchical storage to abstract the underlying hardware. There are already a number of implementations that are successfully interoperable with each other [4, 5, 6, 7, 8], and additional Grid storage systems have expressed their interest in providing an SRM interface as well [9, 10].
8.2 Scenarios

There are several types of data services that could be considered. Some applications need space to store files, others just want to stream data in and out, still others may request a raw device or a database handle. Here we focus on the file storage use case.

8.2.1 Use case for writing a single file

A client wants to put a file into storage. Steps in detail:

1. The client needs to request some file ‘space’ from the Data Storage Service to which the file can be written. If the client already holds such a space token, this step may be skipped. Storage space has a size, lifetime and some associated semantics. The client requests this space using the credentials that are given to it by its Certificate Authority (CA) and also the roles that are assigned to it by a (set of) Virtual Organisation(s). Based on the agreements that exist between the storage provider and the VO(s) the client is granted a certain amount of file space to be used. This step may be implicit, for example the client may simply know that a certain SURL namespace is valid for its VO.

2. The client requests a file name (SURL) from the Data Storage Service for the given space to write a file. The Data Storage Service returns a valid SURL. This is the name that can be used later to retrieve the file again. This name may be kept in a file discovery service, file catalogue or registry. Again this step may be implicit if the client simply knows that it has the right to write into a certain predefined VO specific namespace.

3. Using the file name, the client requests a file URL (reference) with some specific parameters (protocol, security tokens, etc) with which the file can be actually written. In the GSM-WG this URL is called the Transfer URL (TURL). The Data Storage Service returns a valid TURL reference for the requested protocol or negotiates another protocol or parameters with the client if it cannot serve the request. The TURL may also be an Access URL (i.e. for POSIX access as opposed to transfer).
4. The client makes use of the service that supports the requested protocol to actually write the file into the given space on storage using the TURL. This may be through:

a) The Data Storage Service directly, 
b) or a Data Access Service,

c) or a Data Transfer Service.

[The security semantics must be the same whichever interface is being used, i.e. the authorization semantics (ownership, access control lists) have to be set up in the same way through all interfaces. In order to achieve this, it may be necessary to additionally synchronize with some other file authorization service.]

5. The client notifies the storage at the end of the operation that the write is complete.

8.2.2 Use case for reading a single file

A client wants to get a file from storage. Steps in detail:

1. It is assumed that the client knows the name of the file located on a certain storage space (i.e. its SURL). The Data Storage Service is contacted using the SURL and additional parameters to request the reading of the file (using a certain protocol, with some characteristics).

2. The Data Storage Service returns a valid TURL (reference) for the given protocol, which may be directly used to read the file. The read can be done by talking directly with the Data Storage Service, or through an Access, Transfer or perhaps Streaming Data Service (depending on the protocol). 
Alternatively, a read (or write) may want to be done by talking directly with the File Space, in which case some other out-of-band communication would be required.
8.2.3 Use case for preparing a large number of files to be available online

The interface to the Data Storage Service needs to be able to provide the ability to specify that the data should be available with low-latency and high bandwidth for a certain amount of time. This ‘online time’ concept is independent of the total data lifetime in the storage and needs to be managed separately. However, it cannot exceed the total data lifetime.

The client has the file names for a set of files in a given space and requires that these files should be available online. Such preparation before accessing data is necessary for some storage devices, such as for example hierarchical storage.

1. The files are made available online by the Data Storage Service.

2. The data are read through an appropriate interface, such as the Transfer Service.
3. The online attribute of the files may expire and they can be retired to nearline storage.

8.2.4 Use case for removing a file from storage

Normally all files and all spaces have a certain lifetime. Nevertheless, in order to make use of the available space optimally, the users may want to do space management to some extent themselves, i.e. to remove unwanted data to make space for new data.
1. Using a Storage file name SURL the file is requested to be removed from the given storage space.

2. The file is removed and the available space is increased accordingly so that the client can put new files into the space.

There are further use cases for non-file storage, e.g. raw device, streaming, etc. These are however quite straightforward to deduce from the file storage scenario and are therefore not spelled out explicitly.

8.3 Involved Resources

Resources involved are the Data Storage Services on top of the storage, Data Transfer and Data Access services. File discovery services as well as data streaming services may also be included.

We assume that the client is authorized to perform the operations described in this scenario. We also assume that the data is sufficiently secured for the purpose of the client. Normally the VOs using the Data Storage Services have Service Level Agreements (SLAs) with the sites they are allowed to use about how much storage and what quality of service they are entitled to.

The Storage resources need to have an agreed set of interfaces in order to be able to provide ‘ubiquitous’ Grid storage to the VOs. All storage devices need to have a standard data service interface for managing user storage space and exposing all the necessary semantics thereof. The implementations have to adapt the underlying device semantics to the data service semantics.

8.4 Functional Design

8.4.1 Use Case 1: Writing a file into storage
Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch].
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The interfaces in the different steps of the scenario are as follows:

1. The customer requests file storage space on the Data Storage Service to which the file can be written – section 8.8 “SRM Interfaces” (srmReserveSpace function).

2. The customer requests a file name (SURL) from the Data Storage Service for the given space to write a file. The Data Storage Service returns a valid SURL – section 8.8 “SRM Interfaces” (srmGetSpaceToken function??).
3. Using the file name, the client requests a file URL (reference) with some specific parameters (protocol, security tokens, etc) with which the file can be actually written. The Data Storage Service returns a valid Transfer URL (TURL). The TURL may also be an Access URL (i.e. for POSIX access as opposed to transfer) – section 8.8 “SRM Interfaces” (srmPrepareToPut function).
4. The client makes use of the service that supports the requested protocol to actually write the file into the given space on storage using the TURL. This may be through:

a) The Data Storage Service directly – section 8.8 “SRM Interfaces” (srmRemoteCopy function), 

b) or the Data Access Service – section 7 “Data Access”,

c) or the Data Transfer Service – section 6 “Data Transfer”.

5. The client notifies the storage at the end of the operation that the write is complete – section 3.4 “Notification of Events”.
8.4.2 Use Case 2: Retrieve a file from storage 
This is straightforward and is described above in section 8.2.2, provided the client is properly authorized. The necessary access protocol interface needs also to be secured accordingly.

8.4.3 Use Case 3: Make data available online
The client has the file names for a set of files in a given space and requires that these files should be available online.

Below are example interfaces between the consumer/client, the services and the data storage elements with references to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch].


[image: image24]
The interfaces in the different steps of the scenario are as follows:

1. The files are made available online by the Data Storage Service – section 8.8 “SRM Interfaces” (srmMv function).
2. The data are read through an appropriate interface, such as the Transfer Service – section 6 “Data Transfer”.

3. The online attribute of the files may expire and they can be retired to nearline storage – section 8.8 “SRM Interfaces” (srmMv function, or srmExtendFileLifetime if the customer wants to extend the lifetime of the files).
8.4.4 Use Case 4: Removing file from storage
This is just like use case 2 and straightforward if the client has the proper authorization to remove the data from its space.
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9. Data Provenance Scenario

The provenance of a piece of data is the process that led to that piece of data; the history of ownership of an object.
9.1 Summary

Provenance is already well understood in the study of fine art where it refers to the trusted, documented history of some art object. This same concept of provenance may also be applied to data and information generated within computer systems. Work on a generic and standardised grid provenance architecture is being carried out by the EU Provenance Project [1] and the PASOA project [2]. They define the provenance of a piece of data as the process that led to that piece of data. The EU Provenance Project describes the logical and process architectures of provenance systems in their document, “An Architecture for Provenance Systems” (D3.1.1) [3].
In their architecture document they distinguish a specific piece of information documenting some step of a process from the whole documentation of the process and introduce the term “p-assertion”. This is defined as follows:

A p-assertion is an assertion that is made by an actor and pertains to a process.
A given p-assertion may belong to the provenance representation of multiple pieces of data. When a p-assertion is created (and later recorded), it documents a step of a process in progress, which ultimately will lead to a piece of data.

The architecture also introduces the idea of a provenance store, the role of which is to offer a long-term persistent, secure storage of process documentation.  This logical role accommodates various physical deployments: for instance, a provenance store can be a single, autonomous service or, to be more scalable, it can be a federation of distributed stores.

9.2 Scenarios
9.2.1 Single Provenance Service Scenario
Will probably not bother including security aspects in these scenarios.
The following steps typically occur in a simple scenario with just a single provenance service:

1. A provenance-aware application service creates a set of p-assertions, containing any relevant information relating to the process that it has performed on the data, and records it with the Provenance Service.

2. User 1, wanting to query the Provenance Service, uses a Processing Service to provide added-value to their query. Results from the query are returned again via the Processing Service.

3. User 2 performs management of Provenance Service and the p-assertions stored by it in order to, for example, update links and possibly delete particular p-assertions.

9.2.2 Multiple Provenance Stores Scenario
In the context of a healthcare application to manage the transplantation of Organs [1], we consider a hospitalized patient who has previously given consent to have their organs donated. As the patient's health declines and in anticipation of a potential organ donation, one of the attending doctors requests the full health record for the patient and sends a blood sample for analysis. In response to the attending doctor’s request, the system is responsible for collecting all the expected results.  After brain death is observed and logged into the system, if all requested data and analysis results have been obtained, a doctor is asked to make a decision about the donation of an organ. The decision, i.e., the outcome of the doctor's medical judgment based on the collected data, is explained in a report that is submitted as the decision's justification. The provenance of the final decision comprises the provenance of the blood sample analysis, of the patient's electronic record and of the patient's data in the hospital.  Such provenance information, for regulatory reasons, is stored at different locations, respectively the testing lab, the EHCR repository and the hospital.
The following steps occur in this scenario:

1. Customer 

TBD
9.3 Involved Resources

The Provenance Service is responsible for storing (making persistent), managing and providing controlled access to recorded p-assertions.

The Application Service is responsible for carrying out the relevant application business logic and is an actor that submits p-assertions to a Provenance Service for recording. The Application Service could be a domain-specific service, but may also be generic middleware such as workflow enactment engines, registries or application user interfaces.
A querying user is an actor that issues provenance queries to the Provenance Service. They may have a presentation user interfaces to aid the visualisation of query results and processing services’ outputs.
The Processing Service is one of many different possible services that is used by the querying user in order to provide added-value to the query interfaces by further searching, analysing and reasoning over recorded p-assertions,

A managing user is an actor that interacts with the Provenance Service for management purposes in order to manage the contents of the provenance store.

9.4 Functional Design

9.4.1 Single Provenance Store Design
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An example of the interfaces between the user/client, the services and the provenance storage elements in the different steps of this simple scenario with just a single provenance store are as follows: 

(Note: References to the relevant sections of the OGSA Data Architecture document [OGSA Data Arch] have also been included.)

1. A provenance aware application (service) creates a p-assertion, along with any other relevant information relating to the process that it has performed on the data, and submits it to the recording interface of the Provenance Service. See section 7.1 of [3] – section 12 “Metadata Catalogue & Registries” (Publish operation)???
2. User 1, wanting to query the Provenance Service, uses a Processing Service to provide added-value to the query interfaces. See sections 7.2 & 7.3 of [3] – section 12 “Metadata Catalogue & Registries” (Find operation), or section 7 “Data Access”, a DAIS query response say???
3. User 2 uses the management interface in order to update links and possibly delete particular p-assertions stored by the Provenance Service. See section 7.4 of [3] – section 12 “Metadata Catalogue & Registries” (Update and Delete operations)???
9.4.2 Multiple Provenance Services Design

[image: image26]
An example of the interfaces between the consumer/client, the services and the provenance storage elements in the different steps of the scenario are as follows:
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10. Grid File System Scenario
A Grid File System provides a simple, hierarchically structured view of diverse data resources, along with service interfaces to access or transfer the data to clients. A client may be a Grid-enabled browser or an interface to the Posix I/O API, or even another service.
10.1 Summary

This scenario extends the functionality and workflow presented in Scenario 3, Data 

Pipelining. That scenario presents a workflow associated with a digital imaging 

production process, noting that it is common now for 3D animations to be very complex 

and include numerous files, and also for the image rendering process to happen on 

rendering(compute) clusters separate from the desktop machine used by the scene 

designer. In this scenario, an equally common but even more complex configuration is 

envisioned, in which the animators workstation and associated data resource, the 

rendering compute and data resources, a technical/creative directors workstation, a postprocessing compute resources, and the corporate clients presentation video and data 

resources, are all involved in a single workflow. This apparent single point-of-access 

must be achieved even though each human, compute, and data resource may be located in 

a different geographical region, may be based on different hardware with different 

capabilities, and may be in separate administrative domains.
10.2 Scenarios
1. A Grid File System service is created and configured for a specific project, 

commissioned by a corporate client of a digital imaging firm. The GFS service, utilizing 

the Resource Namespace Service, provides a unified directory hierarchy containing 

subdirectories for all the commonly-accessed components of the digital-imaging process, 

from 3D models and textures to animation sequences, test renders, renderings of “layers” 

of a scence, and final composited images. The GFS also provides a single mechanism of 

access to all the data resources referenced by it; in this case, that mechanism is generally 

Posix I/O. 

2. An animator builds an animation definition file with a commonly-used tool such as 

Alias’ Maya, utilizing models created by modelers, and textures created by texture 

painters. The models and textures may be accessed through data services which serve 

data from the shared fileservers used by the modelers and texture painters, but are 

presented to Maya as simple files in “models” and “textures” subdirectories of the GFS 

hierarchy, and are accessed by Maya through the standard Posix I/O API. The final 

animation is to be rendered in “layers”, with separate components of the scene rendered 

separately (for example, backgrounds may be rendered first and then used as reflection-

maps for foreground objects) 

3. The animator submits an animation rendering task to her companies render/compute 

cluster, which divides up the layers and the frames of the animation and farms them out to separate nodes within the cluster. The animation description itself and its data 

dependencies, such as textures and models, are accessed using the same GFS-managed 

path and access mechanism that she used when creating the scene, although each may 

actually be retrieved using various data transfer services associated with resources local 

to each employee. The results are written directly to the cluster’s local high-performance 

parallel filesystem such as IBM’s GPFS, 

4. As they are completed, the high-resolution, high-quality layer files are registered with 

a Replica Location Service, and their RLS addresses are registered with the GFS server, 

which in turn creates one or more RNS virtual directories to contain references to the 

rendered images (junctions in RNS terminology). All modern rendering applications 

support this kind of post-render callout function. 

5. As the layer-rendering process is completed for individual frames, a technical director 

examines the files for accuracy and conformance to the clients needs by launching single 

compositing processes on a compositing/post-processing compute cluster, which returns 

the completed frames to the storage server at the technical director’s office using a data 

transfer service and then registers the files with the GFS service. The technical director 

may go through multiple iterations of this compositing process, tuning parameters such as 

transparency, layer-order, and color-correction of each layer, until she is satisfied. The 

creative director also examines the composited frames, from the same location within the 

GFS hierarchy, and determines that the animation is ready for batch-composition 

followed by presentation to the client. 

6. The technical director then launches a batch composition process on the postprocessing compute cluster, this time using data transfer services to transfer the files both 

to the companies main archival storage system as well as to the high-performance file 

systems used for presentation at the external client site. A separate RNS service is used to 

manage the primary archival storage area, and a new reference to the RNS directories 

containing the final images and component layer images is created within the project 

GFS service, with access controls applied through the GFS so that the corporate client 

can access only the required presentation materials, and none of the possibly sensitive 

other materials stored on the companies main archival system. 

7. Using an RLS and data transfer services, duplicates of the large, high-quality finished image sequence are created on the clients high-performance file system, which is directly 

connected to a high-resolution projection system. The final image sequence is viewed by 

the corporate client during a meeting with the digital imaging company creative and 

technical directors, and the client is given the ability, using the GFS service, to browse 

the relevant final product, as well as the component layers used to construct the final 

images, Once this infrastructure is in place, it can remain in place as the design and 

implementation details for the animation are refined.
10.3 Involved Resources

Grid File System Service provides a front-end to the client, managing underlying services 

for directory management, service selection, and data transfer. 

The Namespace Service provides mappings of entries in a directory hierarchy (names) to 

data services, which may be simple data transfer services or more complex replication 

services. It also provides properties associated with each directory entry. 

Registry or replication services may be used to provide multiple locations for data 

transfer for some or all of the files in the “file system” 

Data Transfer Services are used to provide data from data resources to the GFS service or 

directly to the client
10.4 Functional Design

(see above for much of the functional design – major to do is to reorganize this document 

to put functional design details here instead of in the scenario section.) 

Also, need to make graphs here for the functional design.

An example of the interfaces between the user/client, the services and the storage elements in the different steps of this scenario are as follows:  TO DO
10.5 References

Relevant references:

11. Security Considerations

In general, the security considerations appropriate to these data scenarios are the same as those described in the OGSA Data Architecture document [OGSA Data Arch]. Where necessary, further security considerations have been discussed in the particular scenarios and use cases described above.
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�May also want add the Storage Resource Broker as a scenario.


�Being added by Chris Jordan.
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