1 Storage Resource Management

Next to computing and networking resources, data storage resources are the basic building blocks of a distributed computing infrastructure. Any kind of data is ultimately stored on a data storage resource. There are many kinds of storage resources to consider, ranging from a memory stick to a multi-petabyte tape silo. Different storage resources offer different levels of Quality of Service, and have different semantics for data access, both for reading and writing. 

In a Grid environment the data and its availability is managed by the Grid middleware. The middleware interfaces to storage need to be rich enough to be able to take into account the possible semantic properties of the underlying storage resource hardware. At the same time its usage should be simple enough so that clients of the storage resource don't need to be experts in the handling of it. The interface to data storage needs to find the commonalities of data stores while allowing the usage of specific features that may be available only on a small subset of storage resources.

Storage is tightly coupled to all other aspects of the Grid Data Design. Every data access and data movement needs to take the data resource availabilities into account. Storage space that is made available through storage resources may be accessed through the mechanisms described in the Data Access chapter above. The data may be transferred between Storage resources using the Data Transfer mechanisms also described above.

It needs to be mentioned however, that database storage management is not covered by a Grid storage resource. Databases have their own way of managing their storage, and these are usually not exposed, nor are these mechanisms standardized. The storage resource described in this chapter provides space for storing files or it provides a filesystem that may be formatted and mounted or may be used as a block device. As such, it may be used by a database as its underlying data store.
Storage is also tightly coupled to Grid scheduling. Grid Schedulers need to be able to take the data requirements of a job into account. In order to be able to do so, the storage resources need to expose appropriate interfaces as well. If data resources provide means of storage scheduling and reservation, these need to be exposed accordingly as well, and  the co-allocation of data resources and computing resources needs to be possible by higher-level Grid middleware services.

And last but not least, like any other resource, storage resources also need to be monitored, audited and its usage has to be accountable.

1.1 Storage Resource Services

Data storage resources on the Grid provide storage space to clients. First of all, each Storage resource has a WS-Resource interface. The WS-Agreement interface is the manner by which the storage space management is being negotiated between data storage resources and clients. The Data storage resource is represented by an EPR implementing an AgreementFactory port type. Clients may request space by creating a new agreement with the storage through this factory. Each storage space created is referenced by an EPR implementing an Agreement port type.

The interfaces a storage resource provides are

· WS-Resource

· WS-Agreement Factory port type

· WS-Agreement port types for each storage space it manages

· WS-Delegation port type

Optional interfaces:

· Online data management interface based on WS-Agreement

· Quota management interface, also based on WS-Agreement

· Permission management interface

· Transfer interface to initiate transfer of data to/from the storage

· User management interface

· Storage Namespace Management interface

There may be more interfaces which a space can implement and support. These should be discoverable through other standard mechanisms described in OGSA.

The storage resource and storage space services also may have to implement callouts to other services. An example is authorization of users: a local site authorization service may need to be consulted before access to the storage is granted to any Grid user. Another example is a callout to a name resolution service if the file names in a storage space need to be translated into proper access data handles.
1.2 Storage Resource Properties

The properties are expressed in terms of WS-ResourceProperty. Eventually, we have to define the schema for the data storage resource properties using a proper XML schema document. The properties of data storage resources are listed below.

Supported Space Types. Data storage offers storage space to clients. Storage space may be requested in terms of size and type. Right now we only distinguish between two types:

File space. The storage space can be used to put files into it.
Filesystem space. The storage space is like a whole filesystem (which may be formatted, mounted, used as a block device, etc).

If more types of space can be supported, they may be added later as valid types to the list.
Lifetime Management. Boolean field indicating whether the storage resource supports lifetime management on the spaces it allocates. If the space allocation is not subject to explicit lifetime management, all returned space allocations are allocations for temporary space.
Quota Support. Boolean field indicating whether the storage resource supports quota management. If it does, agreements for space allocation are subject to quota management and may be refused if the requestor or the requestor’s organization is running out of quota. If quota management is supported, the storage may support a quota management administrative interface.

Online Space Management Support. Indicates whether the storage exposes a WS-Agreement interface to manage which files are to be kept online in the given space. See below for a definition of online vs. nearline storage.
Security Support. Boolean field indicating whether spaces available from a given storage resource can be requested as ‘secure’ spaces or not, i.e. whether for File space types it offers a fine-grained ACL control of the files or not.

Encryption Support. Boolean field indicating whether the spaces available from the storage resource may be requested to be encrypted.

Data Retention. Indicating what retention mechanism is applied to data in a given storage space. It can be permanent, volatile or durable. This property describes the behavior of the storage it applies when the lifetime of the data expires. Either lifetime has no effect (the data is permanent), it has the effect of the data being removed (volatile) or a notification is sent to the client so that it may take some action (durable). 

Before even starting to negotiate an agreement for space with the given data resource, these properties may be checked by clients to see whether the data resource is actually capable of offering storage space with the necessary semantics. 
1.3 Storage Space Properties

Each storage space is associated with a WS-Resource and WS-Agreement type Agreement EPR. Storage spaces also have a set of WS-ResourceProperties. These parameters are listed below. These are the values that may be negotiated for through the Agreement mechanism. 

Size. The size of the space in bytes.
Space Type. The actual type of the given space. This is either ‘file’ or ‘filesystem’. The file space type can be considered as a block of (not necessarily contiguous) space into which files can be copied to or retrieved from. The filesystem space type is a block of space that can be mounted as a filesystem.
Retention Type. Value indicating whether the space is permanent, volatile or durable. If it is permanent, the lifetime has no effect on this space temporary, it may be cleaned or removed anytime. This is orthogonal to lifetime as temporary space is provided on a best-effort basis, but if it can be provided, the lifetime semantics may still apply.
Access Bandwidth. The average bandwidth in MB/s for the given space. This and the access latency parameter (see below) will give the actual access semantics for the space.

Lifetime. Date field indicating the time until this space is assured to be available. The date/time is given in UTC.

Space Partitions. Array indicating the available space partitions. The sum of all the array values should be the same as the total size of the space. This is an important parameter for ‘file’ type spaces to know the maximal possible filesizes that can be put into this space. Filesystem type spaces don’t have partitions.
Quota Support. Boolean field indicating whether the space supports quotas for the data being put into it.

Lifetime Support. Boolean field indicating whether the space supports lifetime management for the data stored in it.

Security Model. Field indicating the security model of the given space. This can be one of the following or another string which is known to the client: 

None no security support – all files/data inside the space will be readable by anyone who has access to the space.
Unix basic unix owner/group/other security support for files
ACL-POSIX access control lists with posix semantics.
ACL-NTFS access control lists with ntfs semantics.

ACL-OTHER access control lists with some other semantics. 
Encrypted. Boolean field indicating whether the space is encrypted.

HSM. Boolean value indicating the space being kept on a hierarchical storage system, i.e. there may be considerable latencies in access times if the data has to be staged out from tape before access is possible.

Average Access Latency. Integer value in seconds, indicating the average latency between request to access data and actual data access. This is important for HSM-based storage.

Cost. The cost of storage. This is a structure describing the units of the costing and the costing model (cost based on amount of data stored, or on the amount of data space available, per time unit). 
1.4 Site and VO management

Like any other resource, data storage resources need to take into account that they are managed both by the site owning the resource and by the Virtual Organisations that have access to it. Usually sites providing storage resources have the following needs and constraints while running a service:

· Ease of provision The site that provides a storage resource to be accessible by the grid wants to be able to do so with minimal effort. It should be easy to start and stop a Grid storage service.

· VO Management. Sites own the storage resource. When making available the storage resource to 'the Grid', sites need to be able to sign agreements with VOs, assign quotas to VOs, restrict Quality of Service to a VO, etc. 

· Local accounting. The sites have to be able to charge their users for the resource usage or otherwise account for their resources, for which they usually need the information locally. It is normally sufficient to account on a per VO basis, although some sites have stricter policies. 
· Transparent user management. The sites usually do not want to get extra work from having to manage all the users that access their resources through a VO. Sites usually want to manage their users at the VO granularity. However, a few sites have policies that require everyone using their resources to be personally registered (by getting an account and signing an agreement form), so this has to be possible as well if needed.

· Local access control. Most sites have a local policy or even legal obligations to be able to track who is accessing their resources and they need local control to be able to _deny_ access to specific users. This does not go against the previous necessity of transparent user management - the possibility to blacklist certain users and the ability to simply track access is usually enough.

· Quality of Service. The site is the defining authority for the quality of the data storage resource. It is up to the site to publish the actual policies for data safety and backup, as well as for service availabilities.

The Virtual Organisations are responsible for the following aspects of the storage resource management and have the following constraints and needs:

· User Management. It is normally the responsability of the VO to manage its users. It has to be able to propagate user information to the storage resource, so that users get authorized properly. The management of the actual user authorization information is up to the VO.

· User Prioritisation. Inside a VO some users have more rights than others. VOs need to be able to assign different priorities, quotas, abilities to each user, depending on the semantics of the actual storage resource (these may be very different for a database storage resource and a simple file store).

· Data Sharing. It is up to a VO and its users to define with whom and what other VOs the data stored in a given storage is allowed to be shared (if the data store is capable of securing the data at all). 
