2 Context and Motivation
2.1 Background
Transport networks provide connection oriented capabilities to applications that require performance levels or capabilities unavailable in connectionless networks. The ability to create connections between a fixed set of ports enables authorization, allocation and reservation of network resources ahead of time.   

Another goal of this is to allow a user (or requester) to be involved in the decision about when to make a connection and what resources to use.

Connections on a transport network have been reserved and provisioned in multiple ways. The most common approach is manual provisioning by someone (often an IT professional) who is responsible for traffic capacity planning. Recently approaches in different networking communities have developed tools and protocols to automate network resource allocation and to allow user or application participation in the provisioning process. These new approaches to automating transport connection provisioning are the basis for the standardization effort being described in this recommendation.

Connection-oriented transport capabilities are being deployed by Research & Education (R&E) providers, by commercial providers, and may eventually be implemented in home/ retail networks as deployment progress.  

The automated provisioning capabilities created by different groups have all developed controllers to regulate access and use of resources, to schedule and reserve resources and to trigger or control timely  provisioning of the network resources.  These controllers are deployed in two different contexts.   One context is application (or Grid) centric, where a network provides a resource needed by an application to solve a problem. The other is network centric, where a number of providers collaborate to allow connections consisting of segments from a number of different providers.  This recommendation provides an interface which works in either of these contexts.

From a network centric side this interface supports inter-operator communication and is similar to an E-NNI (External Network-Network Interface). From an application centric side this is a service interface to request a network service from a provider and is similar to a UNI (User-Network) interface.    In either case additional services such as reachability, topology sharing, pathfinding, and configuration will be needed.  These services are not supported by the first version of NSI.  How these services will be supported  (in NSI or other group(s)) is under discussion in OGF.

The service that is supported is the transport connection service.   Connections can be requested, and authorized.   Connection resources  can be reserved, scheduled .  Connections can be provisioned/ activated  either by request over NSI, by automatic provisioning when scheduled, or by external signaling authorized by resource scheduler.  

A possible scenario that may be supported by this recommendation is that the NSI will reserve and schedule resources and that activation or instantiation will happen on a control plane, such as GMPLS using RSVP.  Such a capability is not required, but the architecture allows it to be included in a protocol standard.

2.2 Service Plane /transport plane relation to other planes 

The NSI is on the Service Plane.  The provisioned connections are on the transport plane.   Reservations, scheduling and authorization of requests and reservations is done on the service plane.  Connection instantiation and use is done on transport plane.  Details of provisioning the transport plane is not specified by the NSI, but is typically done by a capability or set of capabilities that are able to access and control the transport resources.  These capabilities are often described as being control or management plane.

