1 Summary of Connection Service timing issues
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1) Time syncrhonization 

Jeff has suggested that we require NSAs 
to run NTP to synchronize time between NSAs.   Jerry has suggested that NTP is one way to synch time, but there are other less exact an perhaps less  onerous methods.  Radek suggests that we just say that sync is done but not specify how. 

think discussing the purpose of synching clocks is important.  In my view the main reason is to allow automatic provisioning to happen at the same time in all NRMs that are involved in creating a connection.  I think the NTP is a relatively simple way to be sure that all agents see the same time, though there are other ways.  I think this is a topic that can be broken out from other discussions of time.  This requires that we assume that somehow –depending on how synching is done - all NRMs will have a "close enough" agreement on time.  We can include "close enough" in final timing diagram as a "time skew" whose size depends on how the time synching is done.

*
II vote for just saying that synching  of system clocks is required in the architecture doc and working out details of how it is done in protocol doc.
2) Relationship between available and scheduled time

Note that time for each segment is defined by the system time of its NRM.  
2a) available time definition

Available time is time when the connection is available to carry traffic.  In a request it is desired available time, in a reply it is estimated committed time.  The actual available time varies from estimated available time because startup duration is not predictable exactly.


2b) resource booking time

This is the time a  during which a resource is  reserved by its own NRM. Resource booking time includeds startup, available and teardown times.   Available time of sequential reservations of the same resource must be separated by teardown of the resource for the first  and setup for the second resource.
*I would like to see us accept these time concepts in talking about time issues.   There may be additional time definitions that need to be included.  

3) Difference between automatic and manual provisioning services
3a) Automatic provisioning requests available time.  Each NRM estimates the time to provision its segment and reserves that amount of time prior to the requested available time.  It also estimates the teardown time and adds that to the end of the available time.  The NRM then reserves the resource for that total time. 

It would be good to put some sort of bound the estimates, similar to what is done for NTP.  This requires that the provider be able to make a estimate of startup and teardown time such that a user can set expectations for when the connection will be available. Failure of a provider meet expectations is an issue for SLA.

3b) Manual provisioning requests resource booking time.  In this service, a user requests that connection resources be reserved for a partcular amount of time.  Actual provisioning is done by sending a provisioning request.  The provisioning request must fall during the time reserved for this user.  Deprovisioning can also be requested during this time period.

The NRM estimates takedown time (as in automatic) and initiates takedown by that amont of time prior to end of resource booking time if the resource is enabled at that time.
This service requires that resources be reserved and then provisioned.  There is no protocol way to estimate from the reservation when the connection will actually be available.  From a networking perspective is seems to give certain kinds of middleware applications a very useful capability.  It doesnot seem useful in simpler use cases.  

* I would vote to include automatic provisioning in V1 architecture and protocol, and include manual provisioning as a future in architecture and not in V1 protocol.  This gives us time to explore manual provisioning and its uses cases before trying to define how it is implemented.

4) On Demand / Immediate Provisioning
As I believe we have defined it, on-demand has to do a reservation and then immediate provision  

A problem in a multidomain case is that  
a) a reservation can be made and then backed out if a parent NSA is not successful in getting making all parallel  reservations; and 
b) if provisioning is automatic then the reserved segments will be provisioned and then the reservation backed out - presumbably requiring the provisioning to be backed out.
This is problem particularly in the tree case where multiple parallel segmants are reserved and then provisioned.  It could be a problem in the chain case depending on whether reservations are made locally before requesting them from the remote location.
Note that this requires that automatic provisioning happen far enough in the future to ensure that  provisioning on the child does not occur before the parent has time to delete the reservation due to failure on parallel child reservations.

*I am not sure what I prefer to do about this.  My immediate thought is that 
a) we don’t allow immediate reservations in V1 – wait till manull provisioning is allowed, and

b) we include some “setup buffer” in start time such that a reservation cannot happen sooner than “setup buffer” time from now

5) Other Issues
There are other issues that need to be resolved that I add here to keep track of them in a single place.
From Tomohiro .
a) 

 Service start time from user's point of view is very difficult to

define. For example, for Ethernet connection, there may be L2 switches

in networks and/or at the edge. ARP exchange may take some time, and

if STP (Spanning Tree Protocol, here) is working, it will take longer

time before user can actually exchange packets.

This is true, and the "available time" on the network initiates the ability for the user to start trying to use the connection and things like ARP and STP to setup.  A question for me is whether the user should wait till it gets a ack (or notify) from the provider to start trying the connection.

b) For some applications, application might not want a connection in

service before/after certain time for security reasons.

This is a good point.  I wonder if this is something the network can provide or if the user should do this (make itself available) at specific times that match network available time in a predictable way
From Jerry

The need for a notify  back from the NRM through NSA(s) is an important issue.  I don’t want to try to summarize it here, but there is some disagreement on some significant details.  I think timing of the notify, when it is present, can be included in the startup and teardown times.  If this is true then the above issues are not affected.  We need to discuss to determine if it is true.
�Do we care how time sync is done, or we just say it must be done.


�Or alternatively we just simply can say that no time sync gives less accurate resources control (at inter-domain level) and may not be able to enforce SLA with expected accuracy. Best effort like.


�+1, but I would like to discuss if we need to specify how time sync is enforced.


�I would be very happy if we agree to use one name here. “Resource booking” time is more clear for me.


�Manual provisioning is the way folks do reservation right now. IMHO it’s out of scope and we can just focus on automated resources management. Allowing to have a single NSA agent to be “manual” will prevent us to even talk about any timing assurance (except permanent timeouts :) )





