

OGF NSI 1.0  Capability Sets
General
1. The Network Services Interface Protocol (NSIP) should support multiple network services.
Discussion: While we have focused on the service that provides connections to a network user, there are many other services that could potentially be presented to the service consumer through the NSI Protoccol.  Indeed, it may be reasonable to define multiple connection services rather than to lump a large class of possible connenctivity services into a single basket.  Therefore, the NSI protcol should be designed in order to handle protcol exchanges that may relate to the different services which may require substatnilly different state machines. We propose a “network service identifier” (NSID) be present in the protcol messaging between RA and PA (and back) to indicate which type of service the message belongs to and implicitly how to handle it.   NSI_ServiceID - Example:   0x0100 := “Connection service/Ethernet”; 0x0101 :- “Connection service/Spectrum”;   0x0200=”topology service”;   0x0300=”STP registration service”;   0x0400=...

2. The NSI Protocol must be implemented across a SSL based TCP session  between a user client called the “Requesting Agent” (RA) and the network services agent called the “Network services Agent” (NSA).  
Discussion:  
3.  The NSI session will carry the NSI protocol messages.   These NSIP messages are TLV formatted messages: Type (service Type) [16 bits], length [16 bits] (in bytes, of value field), value (information to be processed by the service specific protocol handler)
See NSI Msg
The basic NSI Protocol messaging exists within a single RA-PA SSL session.  Messages will have a sequence number associated with them that will be initialized as part of the RA-PA session establishment.  Each side (RA & PA) will provide  sequence number and increment it on each successesive transmit.  The receiving agent should compare the received sequence number with the expected seq number.  the NSI message handler can use to count messages and to insure all messages have been received
3. NSI standard will include a comprehensive service protocol specification for establishing, maintaining, and releasing a “network connection.”  This will be  the “Generalized Network Connections Service” (GNCS).
Discussion:  OGF NSI V1.0 needs to define a basic service architecture and interface protocol for establishing network connections.  Indeed, most of the NSI work has dealt with this specific service and how it should be realized.   Since the NSI Protocol may support other services, or even this NSI Protocol may be used to implement other connection services, we have named this service as the Generalized Network Connection Service (GNCS).  The GNCS, refered to as the “connection service”, is the service that is generally conceived for the dynamic multi-domain establishment of network connections.   It is envisioned that the NSI msg handler will hand Connection Service messages to the BNCS protocol handler - what we have to date called the “Provider Agent.”     As other services are defined - such as a topology distribution service, or registration/lookup service, etc.  associated Agents will also be implemented reflecting their service specific protocol requirements.    
4.  The Connection Service protocol exchange is relative to a single “connection instance.”   
	Discussion: The NSI session between RA and NSA pair can have multiple service requests active at the same time.  Each such service request will be dealing with a a single separate connection (or other service function).   Each connection request may take a different amount of time to reserve, or provision.  Each connection may remain in-service different durations, or may experience events that cause it to release at different times from other requests originating with the same RA.   Therefore, each connection must be handled by the connection service protocol as a unique state machine.  So each connection service request should have a protocol thread identifier - which in the case of the Connection Service could be a “connection ID” (CID) - which can be used by the protocol to associate messages with connection requests.  Since the CID may have differnent significance to each of the RA and the  PA, it is recommended that the Connection Service protocol messages should contain botha PA-CID, and a RA-CID, the former assigned by the PA and the latter assigned by the RA.
4.1.  Suggest NSI 1.0 implement both a RA_CID and a PA_CID that are included in every message header.  These should be either a 16 bit or 32 bit value as they will likely be used as indices to some request state table.
5.   A “connection” is an object representing a particular service instance.  It is identified by an identifier composed of two parts: a) A user defined component, and b) a network defined component.   Together, these two identifiers should uniquely identify a connection within the context of a single RA:NSA pair.  (note: the CID *may* serve other purposes as well, but for purposes of the *NSI* it is only required to uniquely identify a service instance that is subject of a protocol exchange.  NSI does not require global uniqueness in this CID)   The user component should be unique within the context of a single RA-NSA pair and the particular connection for which the exchange relates.  The network component should be unique within the context of a larger context (TBD).
6. 
7.  The NSI should be *extremely* light weight in terms of implementation.   It is meant to be part of the user’s application, and so should have as few software dependencies as possible.
8.   A connection request will have, or will define, the following parameters:
8.1.  A connection instance ID (PA-CID, and RA-CID)
8.2.  A path object.  This consists initially of - minimally- two objects: 1) a Service Termination Point “A” (the “source”), and 2) a Service Termination Point “Z” (the destination);  The Path Object may contain an ordered sequence of intermediate objects that the path must transit.  These objects must, at a minimum, include STPs, but other objects may be identified for inclusion in the Path Object.  The PO must be present with at least the start and end STPs when presented by the RA.  The PA is not obligated to provide a PO back to the RA that contains any information more than that originally provided by the RA.   Some PAs may elect to do so, or do so only under special authorization credentials.
8.3.   Recommended Service Specific Parameters for GNCS:
8.3.1.  Bandwidth := User Data Payload carrying capacity of the connection, specified in increments of 1 million bits per second (1 Mbps).   This capacity should be shaped at each transmit interface such that no burst of connection traffic exceeds the ratio of connection BW to link BW when measured over 25 megabit windows.  Also, for GNCS, packetized data up to 9000 Bytes of user payload must be supported.
8.3.2.  Authorization_Credentials := User information sufficient to authorize the connection request through whatever mechanism(s) is allowed end to end.
8.3.3.    Start_Time:=  Date and time that the connection is required to begin service.  “0” (zero) indicates “now” or “as soon as possible”.
8.3.4.  Duration := TIme to keep the connection in service.  Measured in minutes, “0” (zero) indicates this connection should remain in service until it is released by the requestor.
9.  The NSA must authorize each service request individually.   Each service must authorize service delivery based upon the authorization credentials provided in each specific service request, and in conjunction with the service specific parameters included in each request. 
10. The NSI protocol must implement a “two phase commit” for connection requests.  A connection request from the RA will be serviced by the network and the resources reserved - temporarily.  The NSA will respond to the RA request with a positive acknowledge that the resources were successfully reserved and the NSA will return a “maximum holding time”.   The RA must respond with a reservation confirmation before the holding timer expires.   If a confirmation is not received by the NSA before the holding time expires, the resources will be automatically released back to the general availability pool.   Note:  Since different intermediate networks along the path may have different holding times, and/or the reservation of different partial paths may take longer than others, the holding time returned to the RA must be the minimum remaining holding time of all included resources.    So the NSA response to the RA must take into account any processing time consumed during the reservation process.   I.e. the time returned to the RA must be less than or equal to the minimum *remaining* holding time for all reservations made as part of that connection request.   When the Minimum remaining holding time expires, the NSA *should* explicitly release any remaining resources that may not have expired yet.  The NSA should send a timeout notification to the requesting RA upon holding timeout.   The request is then cleaned up and the protocol exchange termnated for that request.
	In order to allow for the coordination of connection requests with other dependent and independent resource allocation, the NSI Protocol must provide a mechanism whereby connections can be reserved and held for some period of time prior to instantiation.  This could be done by a two-phase commit, but may adequately be addressed with book ahead scheduling.   In both scenarios, the Connection Service protocol recognizes “Release” messages for CID at any time in the connection lifecycle.  A CID with a delayed start time could be released if it is not needed at any time - even prior to instantiation.   In order that several connections can be reserved independently but then instantiatied as close to simultaneously as possible, and as soon as possbile, would imply a means of adjusting or synchronizing start times.  But any change to constraints could possibly fail pathfinding.  Yet releasing and re-establishing the resources may allow other unrelated requests to sneak in and grab resources that would prevent re-establishing the reservation.
11. If a connection request cannot be satisfied, the NSA should provide information to the RA as to which parameters could not be met, and/or a “hint” as to how those parameter might be modified to have a better chance of being met.  (NSI 2.0 “negotiation”)
12. The Connection Service provides a connection between two Service Termination Points, the source “A” and the destination “Z”.   Service Termination Points are defined to be the points in the topology graph where specific connection services may begin or end, and where such services may transit.   Fundamentally, STPs correspond to physical ports in the network topology associated with some layer of transport protocol, e.g. a gigE Ethernet port, or a VLAN at a specific ethernnet port.   It is conceivable that a type of abstract or logical STPs could be defined that would mean any of a set of subordinate STPs.  An example might be a single logical STP defined for ESnet that would be synonymous with “any STP in ESnet”, or any STP ona particular switch in ESnet.   STPs contain service level infromation and so IMO these objects are different from “ports” as defined by NML.   STPs must be advertised to other networks so that, at the very least, other networks are able to learn in which network a given STP resides.  By doing so, “reachability” is possible in our inter=domain reationships.


