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Glossary

1.1 Use of Protocol Standards OGF NM-WG and OGF NMC-WG versus NETCONF

While perfSONAR provides a good infrastructure for network performance monitoring, its current implementations and protocols have some problems. In this section some of these problems are identified and discussed, and a possible solution based on the IETF protocol NETCONF is proposed.

1.1.1 Problems with Current Implementations and the NM-WG protocol

Most of the problems with the current perfSONAR are related to the NM-WG protocol. There are three main problems that should be addressed: 

· Lack of proper separation between information model and communication model.

· Lack of generic information model for MA and MP.

· Lack of proper validation mechanisms.

1.1.1.1 Separate Information and Communication Model

Separating what to transfer (i.e. the information model) from how it is transferred (i.e. the communication model) is a common technique used in many popular network management protocols. As part of the specification of the OSI protocol CMIP, OSI defined what is referred to as the OSI Network Management Model [OSI]. This model divides the specification of network monitoring architectures into several high level models:

· Organisation – defines components and relationships.

· Information – the syntax and semantics of the information shared between components.

· Communication – transfer syntax for sharing the information between components.

· Functional – defines application functions like configuration monitoring, performance measurements etc.

The Simple Network Management Protocol (SNMP), the most commonly used protocol for network management, never explicitly defined the management architecture like OSI, but uses the same structure implicitly [RFC1157] [RFC341x]. The SNMP standard describes the components and relationships between them, and strictly distinguishes between the information and communication model. 

The information model in SNMP uses Structure of Managed Information (SMI) [RFC2578] to specify Management Information Bases (MIBs), which can then be transmitted between the manager and agent using the SNMP protocol. 

There are many other protocols that also follow the OSI Network Management Model. Some examples are NETCONF, WS-management [DTMF] and WSDM [WSDM]. Many protocols follow this model since there are several advantages of designing a protocol like this, especially when it comes to the separating the information and communication model.

Separating these two models allows both of them to evolve and change relatively independently of each other. One example of this is the SNMP protocol which has two different versions of the information modelling language SMI and three different versions of the protocol. 

Another advantage of using a protocol that separates the information and communication models, is that this separation is usually also adopted by applications using the protocol. Again SNMP can be used as an example. Most network management applications that use SNMP only focus on which information they want to retrieve from an agent and do not care how the information is retrieved. The actual encoding and decoding of messages is done by a SNMP library. One popular SNMP tool is Net-SNMP [SNMP]. This tool contains several simple command line utilities that can be used for querying SNMP agents. So, for example, to retrieve the system uptime from an agent the following command can be used:

$ snmpget -c public -v 1 device1 sysUpTime.0

SNMPv2-MIB::sysUpTime.0 = Timeticks: (14096763) 1 day, 15:09:27.63

In this example the user does not need to know anything about the details of how the SNMP protocol works. All they need to know is the unique ID of the information they want to retrieve. Simple utilities like this allow network operators to create small scripts for managing their network with relatively little effort. Developing small scripts like this is a very common practice among network operators [NM] [SNM] [FNM].

The OGF NM-WG protocol used by perfSONAR does not follow the OSI Management Model and does not properly separate the information and communication model. For the MAs and MPs no proper information model exists. NM-WG defines a base XML schema that can be used for transferring data and meta data between the different services in perfSONAR. For each service like RRD MA, HADES MA, SNMP MP etc. new XML schemas are defined that extends the base schema. This means that in NM-WG the specification of what to transfer is mixed with how it is transferred. This makes the protocol inflexible and current applications are closely coupled with the protocol.

An example of this is the mechanism perfSONAR uses to retrieve a list of interfaces from an RRD MA. There are no formal definitions in the NM-WG schemas that specify how to retrieve a list of interfaces, but a de facto method has been defined by the implementations. The method is to query the MA for a specific metric but instead of specifying which interface data is wanted for, the interface tag is left empty:

<nmwg:message id="1250065054" type="MetadataKeyRequest" xmlns:netutil="http://ggf.org/ns/nmwg/characteristic/utilization/2.0/" xmlns:nmwg="http://ggf.org/ns/nmwg/base/2.0/" xmlns:nmwgt="http://ggf.org/ns/nmwg/topology/2.0/" xmlns:select="http://ggf.org/ns/nmwg/ops/select/2.0/">    

  <nmwg:metadata id="meta1">               

    <netutil:subject id="iusub1">          

      <nmwgt:interface/>                

    </netutil:subject>        

    <nmwg:eventType>http://ggf.org/ns/nmwg/characteristic/utilization/2.0</nmwg:eventType>                        

  </nmwg:metadata>                   

  <nmwg:data id="data_1" metadataIdRef="meta1"/>   

</nmwg:message>

In this message utilisation metrics are requested. The response is quite long returning both information about the available interfaces and utilisation data for each interface. A small subset of the reply is shown below:

<nmwg:message id="1250065054_resp" messageIdRef="1250065054"

  type="MetadataKeyResponse" xmlns:nmwg="http://ggf.org/ns/nmwg/base/2.0/">

  <nmwg:metadata id="meta0">

    <netutil:subject id="subj0" xmlns:netutil="http://ggf.org/ns/nmwg/characteristic/utilization/2.0/">

      <nmwgt:interface xmlns:nmwgt="http://ggf.org/ns/nmwg/topology/2.0/">

        <nmwgt:hostName>rt1.ams.nl.geant2.net</nmwgt:hostName>

        <nmwgt:ifAddress type="ipv4"/>

        <nmwgt:ifName>e3-0/0/2</nmwgt:ifName>

        <nmwgt:ifDescription/>

        <nmwgt:ifIndex>25</nmwgt:ifIndex>

        <nmwgt:direction>in</nmwgt:direction>

        <nmwgt:capacity>9953000000</nmwgt:capacity>

      </nmwgt:interface>

    </netutil:subject>

    <nmwg:eventType>http://ggf.org/ns/nmwg/characteristic/utilization/2.0</nmwg:eventType>

    <nmwg:parameters>

      <nmwg:parameter name="keyword">project:MDM</nmwg:parameter>

    </nmwg:parameters>

  </nmwg:metadata>

The response shows that all information about the interface is returned. As NM-WG only specifies more or less fixed messages and does not define an information model, it is impossible to request a subset of the information. It is, for example, not possible to request a simple list of names for the available interfaces.

The lack of separation between information and communication model is also evident in current perfSONAR implementations. The perfSONAR applications require all the details about how data is transferred between the services and it takes a lot of effort and code to create and decode all the messages. This makes it very difficult to create simple utilities like snmpget, and it makes it harder for network operators to create their own small scripts.

1.1.1.2 Generic Information Model

Separating the information model from the communication model is not enough. perfSONAR should also define a completely generic information model for MA and MP that contains a self-documenting template system which allows user interfaces to display all types of metrics without any code changes. When querying an MA or MP, the template system should specify if the metrics retrieved are bytes, bits per second, IP address, etc. This would allow the user interface to know how to display the metrics appropriately. 

In the current perfSONAR different types of MA and MP (like RRD MA, SQL MA, SNMP MP, SSH MP) have different XML schemas. Clients using the services must implement support for each MA and MP that they support. This imposes a lot of restrictions on how the perfSONAR infrastructure can be used.

An example of an application that could benefit from a generic information model for MA and MP is the Advanced Traceroute application (see Advanced Traceroute Functionality in the perfSONAR System on page 47). This application does a traceroute to an IP address and checks with an LS for each hop to see if an SNMP MP exists that can provide some performance metrics for the link. Since there is no generic information model for MPs and MAs, the application can only use the SNMP MP, and only a hard coded set of SNMP objects can be retrieved. If another type of MP is available (like a passive monitoring probe) more detailed information about the link can be provided. However, the Advanced Traceroute application is not able to take advantage of this without code being manually added. If a generic self-documenting information model for MPs and MAs existed, the application would be able to display all available statistics for a given link, regardless of the source.

1.1.1.3 Protocol Inconsistency

Another problem is protocol inconsistency in the perfSONAR implementations. For example, perfSONAR defines an Echo message that can be used to check if a perfSONAR service (for example, an MA) is operational. If this message is sent to different perfSONAR services, different reply messages are returned. One Echo reply message can be seen below:

<nmwg:message id="message1249292880" type="EchoResponse"

  xmlns:nmwg="http://ggf.org/ns/nmwg/base/2.0/" xmlns:nmwgr="http://ggf.org/ns/nmwg/result/2.0/">

 <nmwg:metadata id="meta">

  <nmwg:eventType>

http://schemas.perfsonar.net/tools/admin/echo/2.0

  </nmwg:eventType>

 </nmwg:metadata>

 <nmwg:data id="data" metadataIdRef="meta"/>

  <nmwg:metadata id="return_meta">

    <nmwg:eventType>success.echo</nmwg:eventType>

  </nmwg:metadata>

  <nmwg:data id="data_return_meta" metadataIdRef="return_meta">

    <nmwgr:datum>I'm still alive and happy to talk to you!</nmwgr:datum>

  </nmwg:data>

</nmwg:message>

Another reply received by a service used only a single event type, success.echo. The event type http://schemas.perfsonar.net/tools/admin/echo/2.0 was not included. A third variation included both event types, but did not include the empty data tag referencing the echo event type. This inconsistency can also be seen in other messages, and can be a serious threat to proper interoperability between different implementations.

One factor that causes this inconsistency is that in current perfSONAR implementations all messages are created and parsed manually without any formal XML validation. OMG NM-WG is specified using only Relax NG as the formal specification language. If the Relax NG schemas had been used by all applications for formal message validation, some of the inconsistency would have been avoided. Relax NG does, however, not have the necessary formalism to define all aspects of a proper information model [MLAng] [YANG]. It is therefore not possible to properly validate the XML messages in perfSONAR which can lead to inconsistencies between different implementations.

1.1.2 Possible Solutions

In looking for possible solutions to the problems with current perfSONAR implementations, a step back was taken to look at what perfSONAR is. perfSONAR is an implementation for handling distributed management. Distributed management is something that researchers and standardisation bodies have worked on for many years and many standardised protocols (like WS-Management, WSDM and NETCONF) are available. Instead of trying to fix OGF NM-WG and compete with existing standardised protocols, NETCONF was used as a protocol for transferring data between perfSONAR services. To create an MA information model, the draft specification of the YANG modelling language [YANG1] was used.

To simplify the implementation the Stager [Stager] application was used as a base for the prototype. Stager is a web-based application for presenting and aggregating most types of network statistics. It has a built-in template system that allows the web front-end to display most types of metrics by writing an XML-based template that describes the data.

1.1.2.1 NETCONF and Yang

The NETCONF protocol was originally designed for configuring network equipment but it is also well suited for retrieving and storing data in an MA in the perfSONAR framework. NETCONF has several predefined protocol operations but also allows applications to define new operations. Therefore, it is possible for an MA to define new protocol operations for retrieving information about available observation points, time periods etc. 

However, this is not the best choice, since it means that both the MA and the client retrieving information from the MA need to support these new operations. 

In the prototype implementation only standardised features of the NETCONF protocol are used, so that any off-the-shelf NETCONF tool can be used to retrieve information from the MA. The Get protocol operation is used to retrieve information, and the optional XPath support in NETCONF is used to specify which nodes should be retrieved. 

A client needs to know how the information in an MA is organised. This is specified using the YANG modelling language currently under standardisation in the IETF. With YANG, a proper information model for an MA was defined that included a generic report template that can be used by clients to retrieve information about the measurement data in the MA. This means that a user interface can display all kinds of reports without any code modifications. When retrieving data from the MA, the template system specifies if the data retrieved is a counter for octets, represents a temperature, IP address etc. and the user interface can format the data accordingly. 

For a detailed description of the MA information model, see MA Information Model on page 74.

1.1.2.2 Querying the Measurement Archive

The idea behind using NETCONF and a standardised information model defined in YANG is that all queries to the MA can be done using simple XPath expressions. For example, to retrieve a list of all available data sources in an MA, all that is needed is the following XPath query: 

/measurementArchive/datasources/source/name

This returns a list of names: 

<name>qstream</name>

<name>wdm</name>

<name>mping</name>

<name>ssmping</name>

<name>qflow</name>

<name>appmon</name>

<name>NetFlow</name>

<name>ssmping (Netconf)</name>

<name>RRD (Netconf)</name>

<name>NetFlow Raw</name>

When retrieving data for an actual report, an MA should never return any data for a query that wants to download the entire report subtree. It is important to realise that the XML document described by the YANG model is not a real XML document but a virtual document existing in the MA, which can be very large. 

Instead explicit XPath expressions that limit the returned data should be used. A typical XPath query for retrieving data for a report can be: 

/measurementArchive/datasources/source[name="ssmping"]/timeperiods/

timeperiod[starttime="20090901 12:00" and duration="1 hour"]/

reports/report[id="asmping4' and obspoint='1' and 

                transformation='table' and view='Standard' 

                and sort=1 and limit=20]/data

In this query data from the source "ssmping" is collected for the period that starts at 12:00 on 1st of September 2009 (20090901) and lasts for one hour. The query also states that the report for which data is retrieved is called "asmping4", the observation point is 1, transformation is "table", the view is "Standard", sorting is done by column 1 and the maximum number of rows to retrieve is 20. 

The query returns a list of data rows and the user interface presents it using the report template, which it can retrieve through another query.

For a more detailed description of the prototype implementation and additional examples on how to query the MA, see Implementation on page 78.

1.1.3 Conclusions

Several weaknesses in the current perfSONAR implementations and the OGF NM-WG protocol have been identified. Fixing these weaknesses will help with the deployment of perfSONAR among network operators.

While it is possible to fix the OGF NM-WG protocol, already standardised protocols are available and the prototype implementation of an MA shows that the NETCONF protocol with the YANG information modelling language is well suited for use in perfSONAR.

NETCONF fixes all the addressed weaknesses. It has a strict separation of the information and communication model. The YANG modelling language is well suited to create a generic information model for an MA and as part of the work of standardising YANG, an Internet draft is available that specifies how to validate all NETCONF messages.

The next step in this work is to create proper information models for each perfSONAR service. For MAs and MPs, the Stager template system is a good starting point but should be simplified. A lot of work has gone into NM-WG and NMC-WG and the experiences gained from this work could go into creating formal YANG information models for the various services.

Appendix A Implementation Details
A.1 MA Information Model

This section provides a detailed description of the information model for the MA. The general outline is shown in Figure A.1.1. Some attributes have been left out to simplify the description.

[image: image1.png]measurementArchive
I-sysinfo
(R
| I-administrator
I-datasources
|-name
I-type
I-selftest
| 1-name
| I-description
| I-status
| |-details
I-obspoints
| I-obspoint
I-groups
| I-group
I-template
|-t imeperiodinto
|-t imeperiods
I-timeperiod
I-1d
|-starttine
I-duration
I-reports
I-report
1-1d
I-obspoint
|-transformation
I-view
I-sort
I-Limit
I-data




Figure A.11.1: General outline of the MA information model.
The following attributes are defined:

· sysinfo - General information about the MA and its operational status. 

· name – The name of the MA. 

· administrator – The name, email address etc. of the MA’s administrator. 

· datasources - A single MA can have multiple data sources (for example, NetFlow data, SNMP, Multicast statistics etc.). This is a list of the data sources that are available 

· source - Information about a single data source. 

· name – The name of the data source. 

· type - The data source type (for example, postgressql, RRD, etc.). 

· selftest – A list of self tests that report the MA’s operational status.

· name – The name of the test.

· description – A detailed description of the test.

· status – The status of the test (passed or failed).

· details - Additional test details. If the test failed, this includes an error description. 

· obspoints – A list of available observation points.

· groups – A list of available groups of observation points.

· template – The report template describing the available reports (for more details, see Report Template on page 76). 

· timeperiodinfo - General information about available time intervals like name, number of seconds, how to navigate to lower/hight interval etc. 

· timeperiods – A list of available time periods that contains actual data.

· timeperiod - Information about a single time period.

· id – A unique id of the time period.

· starttime – The start time of the time period.

· duration – The duration of time period in seconds.

· reports – A list of reports with available data for this time period.

· report - A single report with data for this time period.

· id – The ID of the report.

· obspoint – The observation point that this report contains data for. 

· transformation – The transformation of the report (for more details, see Report Template on page 76)

· view – The view of the report (for more details see Report Template on page 76). 

· sort - The column by which the report data is sorted.

· limit – The maximum number of data rows.

· data – The data for this report.

The text below shows a small part of the YANG MA model:

container selftests {

 list test {

  key "name";

   leaf name {

    mandatory "true";

    type string;

    description "Name of test";

   }

   leaf description {

    mandatory "true";

    type string;

    description "Description of test";

   }

   leaf status {

    mandatory "true";

    type enumeration {

     enum "passed";

     enum "failed";

    }

    description "Status of test. Can be passed or failed";

   }

   leaf details {

     mandatory "false";

     type string;

     description "Human readable details about the test. If a test fails, the reason should be described here";

    }

   }

This YANG text defines the self test capability of the MA. It specifies a YANG container that contains a list of tests. Each test has a name, a description, a status and an optional detailed description. The name of the test is defined as the key of the list, which means that the name has to be unique. The name, description and optional details are all text while the status can only have the value passed or failed.

This short text that is relatively easy to read and understand is all that is needed by a network operator to properly query a MA to retrieve the list of self tests.

A.1.1 Report Template

The report template in the MA information model is currently taken directly from the Stager application without any modifications. The Stager template model is a good starting point, but it contains many advanced features that are application-specific and not necessarily needed in a template system for an MA or MP.

In Stager a report can have different transformations and views. A transformation specifies how data should be presented (for example, if a source/destination report should be presented as a table with one column for source and one for destination, or as a matrix with source in the first row and destination in the first column). A view specifies which data elements should be shown in the transformation, and each transformation can have multiple views (for example, for a Src/Dst IP Netflow report, a matrix report can have different views: one for octets, one for packets and one for flows).

Many reports often share the same data types, for example most Netflow reports displays information about octets, packets and flows and many reports display IP addresses. The template system therefore specifies all awailable data types in one place and then each report references this definition. This makes it easy to make changes on how a specific data type is displayed by the user frontend. 

The general outline of a report template is shown in Figure A.1.2.

[image: image2.png]reports
I-dataType
| I-name
I I-type
|-headerDet
| 1-1d
I-topHeader
|-name
|-subHeader
|-name
I-data
transformationdet
I-1d
I-type
I-view
|-name
|-headerRet
report
1-1d
|-name
I-descr
I-transformationfef




Figure A.1.2: General outline of the report template.
The following attributes are shown:

· dataType - A list of data types that are used in the various reports. 

· name – The name of the data type. 

· type – The type of data (for example, octets, temperature, percentage). 

· headerDef - Reports often have a common set of data types and the same headers. headerDef makes it possible to define common header groups that can be reused in multiple reports. 

· id – The ID of the header definition.

· topHeader - Stager only supports two layers of headers and this specifies the top header.

· name – The name of the top header.

· subHeader - One or more sub headers belonging to the top header.

· name – The name of the sub header.

· data – References the data type specified by the dataType tag and specifies what data should be displayed under this header.

· transformationDef - Some reports have entire transformations in common. These are specified here.

· id – The ID of the transformation definition.

· type – The type of transformation (table, matrix, overview or global).

· view - A view for this transformation. Can be multiple instances. 

· name – The name of the view.

· headerRef - References a headerDef. It is also possible to specify headers directly.

· report - A report. 

· id – The unique ID of the report.

· name – The name of the report.

· descr – A description of the report.

· transformationRef - References a transformationDef. Can also specify transformations directly.

A.2 Implementation

Since the prototype uses the Stager template system directly without any modifications, it was relatively easy to turn Stager into both a Measurement Archive and a front-end for a Measurement Archive. The Stager architecture is modular, so the main change was to create a new class that could retrieve information using NETCONF instead of SQL calls. And instead of displaying reports in a web page, the data is converted into NETCONF XML messages. Less than 1000 new lines of code were needed to implement the prototype.

In the prototype all request messages are formally validated using the standardised NETCONF WSDL file, but so far replies are sent back without any validation. Recommendations on how to validate NETCONF reply messages are being worked on by IETF [YANG].

The implementation is done in PHP and the code needed to do a query is relatively short. An example of a query that retrieves the list of self tests is shown below:

$msg=array("message-id"=>1,

           "getconfig"=>array('source'=>array('running',""),

                        'filter'=>array('type'=>'xpath',

'select'=>"/measurementArchive/datasources/source[name='ssmping']/selftests/test")));

$return = (array)$client->rpc($msg);

In this example, an array is defined that contains the message-id and a getconfig tag specifying that information should be retrieved. The getconfig tag contains another array that specifies that information should be retrieved from the running source and an XPath filter is used to specify that all self tests for the data source ssmping should be retrieved. This array is almost identical for all queries to the MA. The only difference is the message ID and the actual XPath expression that specifies the information to be retrieved.

The second line uses the rpc command defined by the NETCONF WSDL file [RFC4743] to retrieve the requested information. The code does not care about the actual XML message and can easily be converted into a function or stand-alone utility that can be used by network operators to create simple scripts, similar to getsnmp as described earlier. 

The actual XML message sent over the network for the above example would be:

<ns1:rpc message-id="1">

  <ns1:getconfig>

    <ns1:source>

      <ns1:running/>

    </ns1:source>

    <ns1:filter type="xpath" select=  "/measurementArchive/datasources/source[name='ssmping']/selftests/test"/>

  </ns1:getconfig>

</ns1:rpc>

The result sent back from the MA is a simple list of all tests:

<ns1:rpc-reply message-id="1">

      <ns1:data>

        <measurementArchive xmlns="http://stager.uninett.no/stagerMA">

          <test>

            <name>dbConnect</name>

            <description>

                 Test database connection

            </description>

            <status>passed</status>

            <details/>

          </test>

          <test>

            <name>timeperiod</name>

            <description>

                 Test to see if any time periods exists in the database

            </description>

            <status>failed</status>

            <details>

                 No timeperiods exists in the database

            </details>

          </test>

        </measurementArchive>

      </ns1:data>

    </ns1:rpc-reply>

This response can be processed as XML by the client or, as in the example above, it can be automatically converted into an associative array. In the latter case all XML processing is handled by the SOAP library. To find out the structure of the associative array, a developer only has to read the YANG information model for the MA. This provides a lot of flexibility and if someone is just interested in the names of available self tests they could use the following query:

/measurementArchive/datasources/source[name='ssmping']/selftests/test/name

Another example is to only retrieve self tests that failed:

/measurementArchive/datasources/source[name='ssmping']/selftests/test[status='failed']

To show that the information model for the MA could easily be implemented by other applications than Stager, a simple implementation of an MA based on RRD files was carried out. The implementation consisted of just a few hundred lines of code and, while primitive, it provided the basic functionality of providing a list of available observation points, and retrieving statistics for a single observation point and time period. Since this implementation uses exactly the same information model as the Stager MA, the Stager user interface can also display the data from the RRD MA without any code modifications.
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