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Abstract
This document presents advanced features of a model and API for GridRPC, i.e., a remote procedure call (RPC) mechanism for grid environments. Specifically this document is targeted for applications by advanced users and middleware developers. This document cannot be fully understood in isolation; it must be considered in conjunction with A GridRPC Model and API for End-User Applications which documents the fundamental concepts for this GridRPC model. This document extends the End-User API in the following ways. (1) Variable length array arguments are defined to be used in middleware libraries based on GridRPC. (2) Call attribute introspection is supported where arguments and other GridRPC elements are first class objects that can be managed. (3) Support for persistent data and workflow management is provided that exposes just enough semantics in the API to be able to deal with underlying grid workflow engines.
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1. Introduction
The goal of this document is to clearly and unambiguously extend the syntax and semantics of GridRPC, a remote procedure call (RPC) mechanism for grid environments, thereby providing support for advanced applications and middleware libraries based on GridRPC. This document cannot be fully understood in isolation; it must be read an understood in conjunction with {\em A GridRPC Model and API for End-User Applications} \cite{EU_API_04} which documents the fundamental concepts for this GridRPC model. A preliminary version of that document appeared as \cite{GridRPC_GCW02}. A longer version is available as \cite{GridRPC_APM02}.
This document extends the End-User API in the three following ways: (1) variable length array arguments, (2) call attribute introspection, and (3) support for persistent data and workflow management. These capabilities are defined in the next three sections.

2. Variable Length Array Arguments
2.1 Additional GridRPC Data Types

grpc_arg_array_t

this data type is used for argument array.

2.2 Argument Array Functions

grpc_error_t
grpc_arg_array_init(
grpc_arg_array_t
*array, 
int 


size)
This initializes a new argument array structure. The first argument gives the second argument gives the size of the array.
	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_OTHER_ERROR_CODE
	Internal error detected


grpc_error_t
grpc_arg_array_set(
grpc_arg_array_t 
*array,
int


index, 
void


* arg )
This sets the ‘arg’ to the specified position on the ‘array’ by ‘index’.
	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_ARRAY_NOT_INITIALIZED
	The argument array is not initialized yet

	GRPC_ARRAY_OUT_OF_INDEX
	The index was too small / large for the array

	GRPC_OTHER_ERROR_CODE
	Internal error detected


grpc_error_t
grpc_arg_array_get(
grpc_arg_array_t 
*array,
int


index, 
void


**argPtr)
This gets the argument content in ‘array’ at ‘index’ to ‘argPtr’
	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_ARRAY_NOT_INITIALIZED
	The argument array is not initialized yet

	GRPC_ARRAY_OUT_OF_INDEX
	The index was too small / large for the array

	GRPC_OTHER_ERROR_CODE
	Internal error detected


grpc_error_t
grpc_arg_array_copy(




grpc_arg_array_t
*src, 




grpc_arg_array_t
*dst)

This makes a deep copy of the argument array ‘src’ and store it into ‘dst’. The ‘dst’ have to be initialized with the grpc_arg_array_init in advance. “Deep copy’ means that all the stored content has to be also copied, i.e., if there are 2-dimensional arrays of double, a memory area has to be allocated and the content has to be properly copied to the new area.
	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_ARRAY_NOT_INITIALIZED
	The argument array is not initialized yet

	GRPC_OTHER_ERROR_CODE
	Internal error detected


grpc_error_t
grpc_arg_array_destruct(

grpc_arg_array_t 
*array )

This frees the structure. Note that the content stored in the stack will *not* be freed.
	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_ARRAY_NOT_INITIALIZED
	The argument array is not initialized yet

	GRPC_OTHER_ERROR_CODE
	Internal error detected


2.3 Array-based GridRPC Call Functions

Two GridRPC call functions are available for end-users.  These two calls are similar but provide either blocking (synchronous) or non-blocking (asynchronous) behavior.  In the non-blocking case, a session ID is returned that is subsequently used to test for completion.

grpc_error_t 
grpc_call_array(
grpc_function_handle_t
*handle,
grpc_arg_array_t

* args)
This makes a blocking remote procedure call with a variable number of arguments specified with grpc_arg_array_t structure.

	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_SERVER_NOT_FOUND
	GRPC client cannot find the specified server

	GRPC_FUNCTION_NOT_FOUND
	GRPC client cannot find the function on the specified server

	GRPC_INVALID_FUNCTION_HANDLE
	Function handle pointed to by handle is not valid

	GRPC_RPC_REFUSED
	RPC invocation refused by the server, possibly because of a security issue

	GPRC_COMMUNICATION_FAILED
	Communication with the server failed somehow

	GRPC_OTHER_ERROR_CODE
	Internal error detected


grpc_error_t
grpc_call_array_async(

grpc_function_handle_t
*handle,

grpc_sessionid_t

*sessionID,

grpc_arg_array_t

*args)

This makes a non-blocking remote procedure call with a variable number of arguments.  A session ID is returned that can be used to probe or wait for completion, cancel the call, and check for the error status of a call.

	Error Code Identifier
	Meaning

	GRPC_NO_ERROR
	Success

	GRPC_NOT_INITIALIZED
	GRPC client not initialized yet

	GRPC_SERVER_NOT_FOUND
	GRPC client cannot find the specified server

	GRPC_FUNCTION_NOT_FOUND
	GRPC client cannot find the function on the specified server

	GRPC_INVALID_FUNCTION_HANDLE
	Function handle pointed to by handle is not valid

	GRPC_RPC_REFUSED
	RPC invocation refused by the server, possibly because of a security issue

	GPRC_COMMUNICATION_FAILED
	Communication with the server failed somehow

	GRPC_OTHER_ERROR_CODE
	Internal error detected


The GridRPC Recommendation does not define which implementation-related operations may be assumed to be complete when an asynchronous call returns.  However, all asynchronous GridRPC calls must return as soon as possible after it is safe for a user to modify any input argument buffers.

3. Persistent Data and Workflow Management
Comment, CAL: We have several ideas of how to manage persistent data and workflow using the concept of data handles. While we shouldn’t really do generalized workflow, we should expose just enough through the API such that an advanced GridRPC user can manage and interact with any number of grid workflow engines. Much work to do in this section.
4. Additional Error Codes

Since this API is designed as the addendum for the End-User API, this API shares The error code identifiers with the End-User API document. Table 1 gives the additional error code identifies related to argument array functions that can be used with variables of type grpc_error_t. These error codes are generated and used in the same way as error codes in the End-User document. These error codes satisfy:
0 = GRPC NO ERROR < GRPC ... < GRPC LAST ERROR CODE
Table 1. Additional Error Codes for argument array functions

	Error Code Identifier
	Meaning

	GRPC_ARRAY_NOT_INITIALIZED
	The argument array is not initialized yet

	GRPC_ARRAY_OUT_OF_INDEX
	The index was too small / large for the array

	GRPC_ARRAY_NOT_FILLED
	The argument array was initialized but not properly full filled with the argument value.


5. Related Work
Comment, CAL: This is just copied from the End-User doc. It really should be tailored to work that is related to

building middleware libraries, introspection, and workflow management.
The concept of Remote Procedure Call (RPC) has been widely used in distributed computing and distributed systems for many years [4].  It provides an elegant and simple abstraction that allows distributed components to communicate with well-defined semantics.  RPC implementations face a number of difficult issues, including the definition of appropriate Application Programming Interfaces (APIs), wire protocols, and Interface Description Languages (IDLs).  Corresponding implementation choices lead to trade-offs between flexibility, portability, and performance.

A number of previous works has focused on the development of high performance RPC mechanisms either for single processors or for tightly-coupled homogeneous parallel computers such as shared-memory multiprocessors [7, 3, 13, 2].  A contribution of those works is to achieve high performance by providing RPC mechanisms that map directly to low-level O/S and hardware functionalities (e.g. to move away from implementations that were built on top of existing message passing mechanisms as in [5]).  By contrast, GridRPC targets heterogeneous and loosely-coupled systems over wide-are networks, raising a different set of concerns and goals.

This current work grew out of the Advanced Programming Models Research Group [10].  This group surveyed and evaluated many programming models [11, 12], including GridRPC.  Some representative GridRPC systems are NetSolve [6, 20], and Ninf [14, 19].  Historically, both projects started about the same time, and in fact both systems facilitate similar sets of features.  A number of related experimental systems exist, such as RCS [1] and Punch (http://punch.purdue.edu).  Those systems seek to provide ways for Grid users to easily send requests to remote application servers from their desktop.  GridRPC seeks to unify those efforts.

This work is also related to the XML-RPC (http://www.xml-rpc.com) and SOAP [18] efforts.  Those systems use HTTP to pass XML fragments that describe input parameters and retrieve output results during RPC calls.  In scientific computing, parameters to RPC calls are often large arrays of numerical data (e.g. double precision matrices).  The work in [9] made it clear that using XML encoding has several caveats for those types of data (e.g. lack of floating-point precision, cost of encoding/decoding).  Nonetheless, recent work [17] has shown that GridRPC could be effectively built upon future Grid software based on Web Services such as OGSA [8].

6. Security Considerations

Security issues of GridRPC are implementation-dependent and this document does not specifically address security in the API.  For reference, security mechanisms of Ninf-G and NetSolve are described in this section.  Security infrastructure of Ninf-G is based on GSI which is based on public key encryption, X.509 certificates, and the Secure Sockets Layer (SSL) communication protocol.  This means that not only all the components are protected properly, but they can also utilize other Globus components, such as GridFTP servers, seamlessly and securely.  NetSolve’s current security is based on the ability to generate access control lists that are used to grant and deny access to the NetSolve servers.  NetSolve uses Kerberos V5 services for authentication.  The Kerberos extensions of NetSolve provide it with trusted mechanisms by which to control access to computational resources.  At this time, the Kerberized version of NetSolve performs no encryption of the data exchanged among NetSolve clients, servers, or agents, nor is there any integrity protection for the data stream.
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