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Abstract: This informational document surveys major issues and identifies system requirements for establishing and maintaining high levels of reliability and robustness in large-scale computing Grids, based on current understanding of reliability needs by Grid system practitioners and researchers. This document also discusses preliminary requirements for methods and tools to measure Grid and WS system reliability. To achieve this goal, the document first surveys the state of current practice for ensuring reliability within contemporary industrial and scientific Grid systems, considering both Grids in operational use as well as the results of research in Grid computing. Of particular interest are practices and research results that give insight as to how use of WS and Grid standard specifications affect system reliability. The survey provides the basis from which this statement of requirements is derived. We hope that by deriving reliability requirements from current practices, this document will bring to light issues that need to be addressed in order to implement more reliable and robust Grid systems.  The purpose is also to provide guidance to specification developers on Grid reliability and robustness issues in order to strengthen future Grid systems that will be based on these specifications.
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Outline

1. Introduction

The introduction states the purpose of the document and provides background, discussing the need for this document and the intended audience. Of critical importance is the need to address reliability concerns in large-scale commercial and industrial computing Grids.  The introduction also defines the scope of the study as focusing on investigating reliability requirements that are most closely associated with Grid systems and are the responsibility of Grid systems to fulfill. This study views the Grid as a virtual entity that is built upon lower-level facilities such as networks and computing clusters. Therefore, the scope should exclude detailed statements of reliability requirements for systems that are specific to underling systems and not to computing Grids, such as the underlying network or site computing facilities. However, it is important to acknowledge that the operation of a Grid often may be impeded when the systems the Grid depends upon fail, such as failures within underlying transport mechanisms or failures that might occur at critical sites. Therefore, this document must also address requirements of the Grid to exhibit robust behavior to ensure continuance of ongoing computations when underlying systems fail.  The scope of the document must also include identification of need for measurements to assess Grid system reliability. The study should include methods for assessing and ensuring reliability in more traditional areas that are also relevant to Grid computing.

2. Definitions

This section defines the terms of discourse in this document, including but not limited to the terms computing Grid, enterprise Grid, global Grid, reliability, dependability, robustness.

3. Aspects of Reliability 

This section will identify a set of subject area subdivisions within the broader area of Grid reliability that can be addressed separately for purposes of discussing requirements and measurement needs. These topical subdivisions will be derived from the survey of current practice and research, with references provided to specific projects. The list is not all-inclusive and may be expanded and/or revised as survey expands and new work is added. Nor are these areas completely independent of each other; therefore, it is necessary to point out inter-relationships between them. An initial list might include:

· Supporting Grid Infrastructure and Management.  A computing Grid requires infrastructure and management services to facilitate basic functions such as service discovery (through directories or other service discovery facilities), meta-scheduling, remote job submission and monitoring, high-speed transfer of data and files (e.g., Grid FTP), usage and accounting, and security (authentication, authorization, encryption, etc.).  These services must operate reliably for the Grid to operate reliably. This category also includes the basic execution services currently being specified.  

· Individual Grid Component Services. Grids consist of large collections of a wide variety of hardware and software component services that are made available through the Grid infrastructure.  Individual Grid services will have to be reliable. Similarly it will be necessary to provide the ability to measure their level of reliability and trust so that users can make cost-effective choices in selecting services.
· WS Messaging. Where appropriate, individual messages sent between Grid services and users must also be reliably delivered. This involves the ability to ensure reliable message delivery between communicating web services. These concerns are addressed by the specifications WS Reliability and WS Reliable Messaging as well as other documents on reliable messaging. However, there are likely be additional reliability concerns not addressed in these specifications that should be identified and expressed as requirements in this document.  

· Dynamically Composed Grid Components. Grid computations will be performed by dynamically composed component services that are remote from each other. An important area of concern is maintaining the integrity and robustness of a distributed Grid computation being executed by a collection of remote, cooperating service components (and users).  The computation must exhibit a high degree of resilience in face of partial or complete failure of single or multiple components through use of mechanisms such as checkpointing and recovery.

Also identified are factors and system phenomena that are likely to impact all above aspects of reliability and therefore must be considered when formulating requirements. For example, one must consider the phenomenon of emergent behavior, in which the actions of a large number of agents, acting independently, cause changes in the overall system state that cannot be predicted based on understanding of individual agent behavior.  The resulting unpredictable state may lead to overall performance degradation.

4. Reliability Issues and Preliminary Requirements.

This section summarizes discusses issues and summarizes requirements for each area defined in section 3.

5. Preliminary Measurement Requirements.

This section discusses measurement needs for each area defined in section 3. These needs, once validated, may be included in a survey being conducted as part of the U.S. Measurement System (USMS). See http://usms-i.nist.gov.  The section should also identify the tools that are needed to evaluate reliability of Grid computing systems.
6. Summary and Future Work.

This section summarizes the document and discusses future work, if any.

7. Resources.

7.1 Standard Specifications.

Common Object Request Broker Architecture: Core Specification (Version 3.0.3), The Object Management Group (OMG), Inc., March 2004. 
 The Open Grid Services Architecture, Version 1.0, Global Grid Forum, http://forge.gridforum.org/projects/ogsa-wg, July, 2004.

 Open Grid Services Architecture Use Cases, Global Grid Forum, http://forge.gridforum.org/projects/ogsa-wg, October, 2004. 
 Web Services Coordination (WS-Coordination), http://www6.software.ibm.com/software/developer/library/ws-coordination.pdf, September, 2003. 
 Web Services Reliable Messaging TC. WS-Reliability 1.1. Reference: OASIS Committee Draft. Version 1.086. August, 2004.

Web Services Reliable Messaging Protocol (WS-ReliableMessaging), BEA Systems, IBM, Microsoft Corporation, Inc, and TIBCO Software Inc., February 2005. 

 Web Services Transaction (WS-Transaction), http://www6.software.ibm.com/software/developer/library/ws-transpec.pdf, August 2002 
 Network Measurements Request Schema: Informal Requirements Document, Global Grid Forum, https://forge.gridforum.org/projects/nm-wg, March 2004. 
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7.2 Workshop Presentations.

Higgins, J. and Sewell, R., “Site Assessment and Probabilistic Risk Analysis (PRA) of Grid Computing Facilities,” presented at the GGF Workshop of Reliability and Robustness in Grid Computing Systems, Athens, Greece, February 13, 2006. 
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Yeom, H. Y., “Providing Fault-tolerance for Parallel Programs on Grid (FT-MPICH)”, presented at the GGF Workshop of Reliability and Robustness in Grid Computing Systems, Athens, Greece, February 13, 2006.
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Dabrowski, C., and Mills, K., “A Program of Work for Understanding Emergent Behavior in Global Grid Systems”, presented at the GGF Workshop of Reliability and Robustness in Grid Computing Systems, Athens, Greece, February 13, 2006.
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