1.1 Akogrimo
Name: Akogrimo SLA sub-system
Category: an SLA architecture based on Web Services 
License type: Dual License (similar to LGPL for academic usage)
Link: https://gforge.beingrid.eu/gf/project/slanegotiator/
See also https://gforge.beingrid.eu/gf/project/sla4gt4/  for a complete SLA framework supporting WS-Agreement (March 2007 specification)

Contact: Francesco D'Andria, Atos Origin, francesco.dandria@atosorigin.com

Description:

More information is available in the “Final Implementation Report of Grid Application Support Service layer” deliverable, availabe in the Download/Material section of the Akogrimo website, http://www.akogrimo.org/modules.php?name=UpDownload&req=viewdownload&cid=5
In order to support business applications in a mobile Grid computing environment, the link between the service that presents to the Grid Middleware and the underlying network has to be efficient, in order to support efficient implementation of monitoring, negotiation and service management. Central to this achievement is the SLA Management subsystem at Grid Middleware layer, that has to encompass and mirror the SLA subsystem at Network layer including contract definition, SLA negotiation, SLA monitoring and SLA enforcement according to defined policies. In order to join the two SLA layers the main point is to build a new sub layer upon the Grid middleware able to create a negotiation mechanism between providers and consumers of services. In addition, the middleware SLA Enforcement and monitoring subsystems have also the supervisor role in order to verify that the negotiated contract conditions of all running services are met. In order to combine the two layers and in particular to handle service change at the network layer notification is needed.
In Akogrimo the WS-Notification specification is implemented for alerting about abnormal situations so that SLA Management can undertake effective corrective decisions according to defined policies. This tight coupling based around negotiation allows the Grid middleware to become aware of network capabilities aiding efficient cross layer co-operation. A clear example is shown in the management of the Quality of Service. The SLA contract and its negotiation considers QoS parameters that belong to both grid resources (CPU use, Memory, Disk space, etc) and network capabilities (bandwidth, priorities for packet traffic, etc) by means of network bundles or profiles that telecom operators provide. Thus, the application’s QoS requests are mapped on these infrastructure QoS parameters.
This novelty is completed with the close interactions between network and grid at runtime. Thus, any changes on network performance are taken into account by the process that is responsible for the monitoring of QoS parameters and corrective actions and penalties can be applied according to the defined policy in a per-case basis. This management of SLA with respect to QoS illustrates how in the new “Next Generation Grid architectures” SLA is handled as a live adjustable quantity. Here the SLA management is well supported aiding flexibility and adaptability in order to manage externally hosted services toward a combined business goal. 
When a Customer asks for an Agreement (step 1) to an “Agreement Provider”, it retrieves information related to the chosen service (interacting with a Discovery Information Service, step 2). This information takes the form of High Level SLA Template about the service that takes into account some “Human Understandable” QoS values. These values are afterwards translated according to a mapping policy to the respective “low level” QoS parameters, which are transparent to the final user and are the actual measurable grid and network properties, which are monitored in run-tine (step 3). Then the real negotiation phase starts: the HL SLA Template contains information related to the LL SLA Template that contains the low level requirements to negotiate (step 4). Finally, the Application Provider interacting with the Infrastructure Layer, looks for the best suitable host (step 5) that is able to deliver the Application taking into account “well defined” low level QoS parameters. If the negotiation is successfully, the two contracts, HL and LL, are prepared and stored in the Agreement Repository (step 5). 
Grid ecosystems:

A Customer relies on an Application Provider, which in turn relies on an Infrastructure provider. The User requests a high-level SLA to the Application provider (Gold, Silver or Bronze), which describes the service to be accessible by the user. The Application Provider requests a low-level SLA to the Infrastructure Provider, which defines the resources that are needed for the application execution. 

