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"The benefits of trusted, curated, grid-supported scientific data repositories need to be articulated to the wider scientific community. It is important that scientists and researchers actively want to be part of the digital curation process" 

Grid environments have initially focused on the virtualization of hardware resources (storage, compute); today they increasingly move towards content, services and people. The integration of structured data available in dispersed databases (e.g. OGSA-DAI) was the first leap towards virtualizing content. While there are some activities for integrating various sorts of more unstructured data, we have not yet seen a substantial leap by the whole community in this respect and digital repositories may offer a way forward.
By collating case studies from live systems in the field, this document aims to characterize digital repositories, how repositories relate to grid technologies and in what ways they are - in parallel to grid technologies - a separate e-Science technology. Since the field of digital repositories is nascent with many branches and heterogeneous perspectives, this document aims to distill common aspects from them as much as possible. It is the basis for a repository architecture study that aims to foster convergence in the field and identify standards (or missing standards for that matter).

1. scoping - what are we talking about?

Even more than structured data in databases, the management of digital objects is a prime objective in a multitude of initiatives. Most data grids offer capabilities for file transfer, or even for replicating and re-locating files across various grid nodes. However, isolated files are rarely sufficient for capturing and managing information. Metadata are needed to describe the content (e.g. title, author, language, provenance, classification), administrative aspects (e.g. rights, licenses, retention schemes), and to create relations to other files (e.g. isVersionOf, isPartOf). The persistent management of such networks of files and their associated metadata is achieved by systems called "digital repositories" in this document. A bucket of all the parts that intellectually belong together (set of files, metadata, relations and behaviours) is called a "digital object".
Consider e.g. a book as a digital object, consisting of multiple files of scanned images (pages), transcriptions, and maybe links to translations, books by the same author, or other digital objects. The repositories may offer behaviors
 that allow the re-representation of individual files and objects in any conceivable way, e.g. surrogates for smart-phones derived from the same sources as type-settings for print publishing. A repository in this context manages a whole library or multiple libraries of such books. With such a massive library of digital content at hand, we are only just starting to explore what we can do with a million books.

In the following we will call systems built for this purpose "repositories", since the class of (institutional) repository systems like DSpace
 and Fedora
 cover such functionalities quite well and since it is a generic term that is not associated with any particular company or software stack.
At the same time, however, the generic name bears the risk of confusing it with other types of software, unrelated to the functionalities described above.
 This document is not talking about software repositories like the ones employed in Maven
, not version control systems like Subversion
 or Git, not stores for credentials such as MyProxy
, nor a physical geological repository for nuclear waste. To better define the class of repositories addressed in this document, here is a brief differentiation from its closer relatives:
· Knowledge management enables organisations "to collectively and systematically create share and apply knowledge".
 Ideally, in a Learning Organization
 tacit knowledge is recorded and spread across the organisation to grow and evolve.

Unlike Knowledge Management Systems, repositories are not linked to project management, organizational learning and processes within an enterprise, although they could accommodate all that.

· Data Warehouses collate an organization's structured data to facilitate reporting and analysis (potentially across various database sources and their heterogeneous models). Data Warehouses are often separate from an organization's operational systems and geared towards performance.

Unlike Data Warehouses, repositories are at any time more open to possible ways of processing their collections, yet (because of that) repositories fail to match (and never will) the high performance offered by data warehouses. On top of that, data warehouses usually build on structured data in databases, whereas repositories focus on unstructured data.
[Please note, Data Warehouses are not considered in the following, since they are database technology rather than object-base technology.]
· Content Management supports processes within an organization and the management of unstructured information generated as part of these processes; e.g. Enterprise Content Management
 supports business processes, Web Content Management
 helps maintaining, controlling, changing and reassembling the content on a web-page.
Unlike Content Management Systems, repositories do not solely focus on the business context or publishing process of documents (e.g. web pages) but support all conceivable sorts of application environments. In fact, content management systems could be built using repository technologies.

· Information Lifecycle Management automates datacenter tasks for data storage, and aligns the value of information with the most appropriate and cost effective IT infrastructure from the time information is conceived through its final disposition.

Information Lifecycle Management may support repository installments. However, ILM remains mostly on an infrastructure level. Repositories additionally offer various functionalities to tie directly into the user's daily work environment of (scientific) workflows and interactive applications.
[Please note, information lifecycle management is one conceivable component of repositories. So while ILM is not explicitly mentioned in the following, many of the ILM concepts apply for repositories.]
· Records Management Systems are intended for the management of electronic and physical records from creation to their disposal, which provide evidence of an activity through their content, context and structure.

Like Records Management Systems, repositories have a stake in modeling and preserving digital information. However, repositories may support other lifecycle stages (rather than just tapping into them), and they are more flexible as to the diversity of information and the type of metadata they allow.

· Digital Libraries manage and provide long-term access to digital collections. In some broad definitions the field also comprises information retrieval, digital preservation and various others.

Like Digital Libraries repositories aim to disseminate content and offer it for re-use. However, digital libraries usually collect existing information from various sources, whereas repositories may also be concerned with earlier life-cycle stages and support the re-use and revision of existing information. So while the concepts do not fully overlap, the field of digital libraries is more comprehensive those of repositories.
	
	community
	lifecycle stage
	Format type

	Content Management
	enterprise (for publication)
	creation and publication process
	documents, 
(web pages)

	Knowledge Management
	enterprise (internal)
	re-use and revision
	documents

	Records Management
	governmental organizations
	curation and preservation
	documents

	Digital Libraries
	cultural heritage
	curation and preservation
	documents, multimedia

	Repositories
	various
	preservation focus, may support all stages
	digital objects


Table 1 - comparing repositories with related fields
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Viewing the systems from an information lifecycle point of view and where the individual systems put their emphasis gives a better idea of the variations between them. Various information lifecycle concepts for those systems mentioned above can generally be divided into those focusing on the creation of new information and those focusing rather on the curation
 and preservation of existing information. Creation and preservation environments usually tie into each other, although they may reside in different organizational contexts. Creation environments may differ vastly; e.g. the automatic processes in the context of experiments like the Large Hadron Collider may merely take some fractions of a second before the generated data is transferred into the distributed repository preservation environment, whereas scholars in the humanities may work years and decades on a single research question and go back and forth between creation and preservation environment.
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 illustrates a combined lifecycle with both creation and preservation environments. As listed in Table 1, e.g. digital libraries collect existing information and focus mostly on curation and preservation activities, whereas e.g. knowledge management starts from the very creation of new documents. Repositories have historically a strong stake in curation and preservation activities; however, they are increasingly embedded into creation environments as well, and repository frameworks like Fedora
 or Tupelo
 are generic frameworks capable of supporting all the stages.
In conclusion, the boundaries between the system types described above are somewhat fuzzy. In fact, the roots of the repositories described in this document are in all those systems mentioned above. It is the flexibility towards different types of contents, the capability of serving various application contexts, the robustness and scalability that make repositories unique. These features are reflected in the architecture, and it is that which makes repositories interesting to the grid community.
2. managing research data - a common theme for the case studies at hand
As outlined above, digital repositories are used in a variety of contexts - e.g. to store and disseminate publications of a university,
 to preserve cultural heritage at national libraries,
 or to create and manage e-Learning resources
. The scenarios presented here, however, focus on the use of repositories in virtual research environments - repository-based infrastructure for managing research material, and embedding repositories into the daily workflows of researchers.
The management of research material has recently gained traction in all disciplinary contexts. Calls for ensuring the availability of the original data for validating research, for re-use, and to further (cross-)disciplinary collaboration are some of the benefits to be tapped by (disciplinary) world data centers
 or by (national) research data centers
. A multiplicity of studies and guides is pointing out the various issues in managing research data, among them the following (closer information to all these items may be found in the cited references
):
1. reliable data storage
e.g. distributed storage, backup, bit-preservation
2. trusted preservation and persistent identification
e.g. ensure long-term accessibility of the object (e.g. through migration or emulation techniques), record provenance and document the repository processes
3. life cycle support
e.g. selection, retention schedules, withdrawal of data, and succession plans
4. data quality
e.g. managing data formats and software, data quality control
5. data security and protection
e.g. legal obligations, security, ethics, confidentiality, and data protection
6. metadata creation and metadata quality

Repositories support these aspects of research data management to varying extents, as the case studies of operational repository-based environments exemplify below.

3. CASE STUDIES - e-Science repositories
a. metadata management at the Library of Congress
→ presented by Jane Mandelbaum, at OGF26, Chapel Hill, May 2009

The presentation by Jane Mandelbaum (Library of Congress) about metadata creation and management resonated a lot with the participants of the Digital Repository session. Being the largest library in the world with more than 32 million cataloged books besides a myriad of other print material, the Library of Congress was confronted with efficient metadata management since long before the advent of computers. Today, the LoC shapes and maintains various standards in the cultural heritage community and beyond.
 This long tradition in metadata management notwithstanding, the LoC is working towards some fundamental improvements in their information architecture to improve quality and findability of content, include videos and other born-digital material, and to boost the flexibility of metadata to accommodate different contexts.
The devil is in the details, and it seems in metadata management the devil has a particularly high number of assistants. As one example, Jane reported on their effort to include the LoC collection of historic videos into YouTube to attract YouTube visitors to the LoC. Due to the large volume of videos available, this process needs to be automatic. And most of it can be done automatically, except for the translation of one piece of metadata: LoC video titles are often longer than the maximum allowed length of titles in YouTube. Simply cutting the title or other means of automatically shortening the title will lead to distorted results.
It seems that issues like this always occur, no matter what effort was put into the initial creation of metadata. As a consequence, the LoC is just now in the process of changing their metadata philosophy, as are many of their partners. Over many decades the library community strived to create the "perfect set". Since they recognized that the holy grail of a perfect set does not exist, or can only be created and maintained with substantial input of resources, the LoC is now shifting its focus to take whatever they get, translate and merge metadata from various sources, and automatically create metadata wherever possible.
Workshop participants, particularly those from scientific backgrounds who handle enormous amounts of meta/data, support this metadata philosophy. Projects like the newly started JISC Project AMG-UC
 aim to further and share this philosophy of an evolutionary metadata set that may grow over time, may be imperfect at times, yet is versatile to connect to a variety of contexts.

(requirements for repository architecture)

Metadata management in repository systems based on XML and RDF for flexibility, as well as mechanisms for accommodating various metadata streams and crosswalks between them support such an open/evolutionary metadata management approach. Embedding service plug-ins for automatic metadata extraction, crosswalks, quality controls and other into the repository environment is essential for scalability.
b. managing provenance in D-Grid
→ submitted to OGF DR-RG by D-Grid DGI, FG Data
The integration project DGI in the German national grid initiative D-Grid explores issues that span multiple grid communities. As part of its focus on metadata, a recent workshop explored the role of provenance in grid environments, and how the DGI can support respective efforts in the various communities.

Metadata has become an increasingly important issue in grid environments. Often communities from very diverse disciplines face similar challenges yet they are unaware of efforts in the other discipline and they are unaware that these challenges all come down to metadata management. A survey of the newly inaugurated metadata focus found that most scientific communities are well advanced in recording documentation about their data. Particularly the more globalized communities that share their data with other researchers around the world were faced early with the requirement for documentation in domain-specific standards such as [C3Grid, Climate research] ISO 19115 "Geographic Information - Metadata", [AstroGrid] the Flexible Image Transport System (FITS)
 with metadata embedded in the header, or [AeroGrid] the metadata embedded into the data format for computational fluid dynamics: CFD General Notation System (CGNS). While the formats representing the domain-specific data vary greatly, the communities share common challenges including how to ensure the consistency of the metadata when processed on distributed grid services, how to link the metadata with the actual data, and how to ensure the quality of the metadata.
Besides content-related metadata, a recent workshop with representatives from various D-Grid communities discussed metadata created in grid processes. Creating audit trails of how data is manipulated during their life cycle is essential to ensuring the authenticity of the data as well as for scientific validation and re-use. Communities differ largely in how much and what kind of process metadata they retain. However, as a result from the workshop the DGI is now supporting the creation of process data, first through configurable services that describe the technical environment available at grid nodes, and maybe through additional cross-community activities in the future.

(requirements for repository architecture)

Most of all, this case study of the DGI focuses on the need for flexibility in metadata management, and the possibility for their evolutionary growth. Metadata may come from a variety of sources and come in a variety of shapes and sizes. The possibility to create suitable adaptors for ingest and access (on protocol and syntax level) and for transforming the metadata on-ingest or on-access (on content level) is vital in such an environment. Particularly, metadata in D-Grid may grow through all stages of the data life cycle. Even when data is archived, metadata may wish to record re-use and analysis upon the data, or preservation actions may need to be recorded throughout their existence.
c. object versioning in TextGrid
→ submitted to OGF DR-RG by TextGrid
TextGrid
 represents the humanities in D-Grid, the German grid infrastructure. In its first phase, it established a community grid for the collaborative editing, annotation, analysis and publication of specialist texts; and it is now expanding to other disciplines as well.

TextGrid users share and collaboratively work on artefacts in TextGrid. The focus on data as well as their processing through successive automatic and manual steps is a distinct feature of the humanities. The artefacts emerging from this non-deterministic process often combine the efforts of numerous people, and each artefact may hence evolve in multiple directions. Diligent meta/data management, data re-use, and annotation are of key importance to TextGrid, as is the versioning of the artefacts at hand. 
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To come up for these requirements, TextGrid was inspired by repository concepts when developing its data grid. Metadata management is established through a combination of XML and RDF technologies. Whenever work on a TextGrid object is forked, relations between the various versions persist. Objects are only frozen at the discretion of the scholar. When frozen, the object receives a persistent identifier to be preserved in the network of other versions, parts of an object, collections, or otherwise related objects. Specifically, in a frozen state metadata and in-line annotations directly in the file cannot be changed, although relations to other objects and stand-off annotations referencing to the file from external sources may change. Thereby, TextGrid establishes an ever growing network of digital objects, scholars, and services/processes conducted upon the objects.
(requirements for repository architecture)

TextGrid bears various requirements for a grid repository architecture. Objects can be changed in an early step of the research cycle. Data as well as metadata can grow over time. The flexibility of meta/data management and the networks of objects, services, and just any TextGrid resource is the key to collaborative work in TextGrid. As part of this flexibility in meta/data management, the repository hence must support versioning, aggregation, annotation, and collections.
d. de-coupling storage

There are various reasons why distributing or even out-sourcing storage may make sense for repositories:

1. adding storage resources on-demand, hardware resources are virtually un-limited - maybe of particular interest for elastic services (i.e. storage demand is hard to predict) or for small organizations that lack the expertise to maintain storage infrastructure themselves
2. providing a single storage infrastructure to multiple repositories (or other applications), and lower maintenance costs through the resulting synergies

3. delegating additional reliability/safety to infrastructure (e.g. redundant storage of digital objects potentially enhances the long-term reliability of storage)

4. inducing additional robustness by decoupling infrastructure (maintenance): enable its (technical) distribution, focus expertise (personnel), the storage infrastructure persists even if the repository fails (technical/organizational), etc.

5. re-use hardware resources that are already there, e.g. in the case of national grid infrastructure which may offer storage at low cost

6. increasing scalability of the repository by decoupling functions into dedicated components; grid or cloud infrastructures may facilitate parallel processing
While the first few items apply for any sort of storage infrastructure (even e.g. local SANs, storage mounted to NFS or iSCSI), the last ones only apply in the case of grid or cloud technologies. These technologies offer additional distribution and the possibility of autonomous actions on an infrastructure level.

Even for those repositories that have not been natively embedded in a distributed environment - the great majority of repositories cited in the Directory of Open Access Repositories
 - there are currently various projects for de-coupling their storage components and linking them to grid or grid or cloud storage infrastructure, including:
· a Storage Resource Broker storage handler for the DSpace repository has been part of the general DSpace distribution for a number of years

· Adonis, CNRS, France - http://www.tge-adonis.fr/
- establishing an iRODS/Fedora environment

· WissGrid/D-Grid - www.d-grid.de
- a grid-based repository for managing massive amounts of research data

· Fedorazon, JISC project, UK - http://www.ukoln.ac.uk/repositories/digirep/index/Fedorazon
- deploying Fedora, EPrints and DSpace in an Amazon Cloud environment

· DuraCloud - http://www.duraspace.org/pressrelease.html
- developing a storage infrastructure based on multiple cloud services 
(requirements for repository architecture)

Storage modules to various storage infrastructure (SRB - Storage Resource Broker, iRODS, Amazon S3 and other grid/cloud services) are emerging in a variety of repository projects. Among those storage efforts, there is a clear trend in the repository community towards RESTful or cloud-like storage interfaces perceivable. A shared library or even common standard storage interfaces could create substantial synergies between those activities. 
e. SHAMAN - pushing preservation tasks into the infrastructure

As repository systems become larger, the requirement for scalability calls for their distribution. One effective way of distribution is to outsource automatic tasks to dedicated services and push them into the infrastructure wherever possible. For example the BBC department for "Information & Archives" expects to migrate their archive (software and hardware) every 5 years on average - such preservation actions can only be conducted if supported by infrastructure services in the case of an archive with the size and complexity like the BBC archives, which encompassed 12 petabyte of data in 2004.

One system exploring these opportunities is the iRODS data grid.
 It allows for the definition of "rules" that fire at system-internal events (like create, update or delete of an object), and which may execute tailor-made "microservices" for low-level processing. For example, the European project SHAMAN
 employs iRODS aims to ensure the future accessibility of information by embedding preservation actions directly into its data infrastructure.
 Among those actions are e.g. redundant storage, validation of file formats, metadata extraction, creation of audit trails, and many more inspired by the preservation audit reference works TRAC
 and DRAMBORA
.
(requirements for repository architecture)

Besides iRODS also IBM DataStores
 and projects like PLANETS
, UC3 Curation Services
 and others explore infrastructure support for preservation workflows, and similar systems may emerge in the future for their potential of increasing performance in large repository systems significantly. However, the area is too young to identify any trends or potential for synergies. 
Interoperability of "microservices" may be an issue of the future, or an acknowledged way of recording object-specific metadata about provenance when undergoing processing through microservices or about the policies applied to the object (e.g. valuable object was stored 3 times redundantly to ensure its persistence).
f. analyzing repository data in High Energy Physics 
Experiments in High Energy Physics such as the Large Hadron Collider generate huge amounts of data that are immediately distributed to repositories in data centers all over the world. These repositories are organized in a model of hierarchical tiers, where CERN is Tier-0, only a single or few large data centers in member states belong to Tier-1, and so on. The repositories are only accessible through grid mechanisms and the grid security mechanisms in place. The SRM
 standard to manage data transfer is used to transport the data from the repositories into the computational grid for analysis.
(requirements for repository architecture)

The repositories presented here only make sense when directly installed into the high performance networks of huge data centers. The expected data rate between Tier 1 and Tier 2 centres should sustain 300 Mbit/s and more (more than 37 MByte/s). Transfer rates over average Internet connections e.g. to Amazon S3 usually comes up to 10 to 12 MByte/s. Repositories in such a high performance environment interacting with computational grid resources need to implement the relevant grid security mechanisms (GSI
, virtual organization management).

g. linking objects and repositories - repository federations 
One feature of repositories is their ability to link between objects and hence create a reference network of interacting bits of content - e.g. publications that reference each other, satellite data that is perused in various analyses and linked to satellite images of the same perimeter at a different time, or bits of data linked to the piece of software that created them and with instructions about which services and applications could be used to interpret them. However, what if the items are located in distinct repositories?, What if the description of one item is not interoperable with the other? - Numerous initiatives are researching, how repositories can be made interoperable and networked (or "federated"). Some of those initiatives linking objects, repositories, and services include
· repository federations:
DRIVER - http://www.driver-repository.eu/
DARIAH - http://www.dariah.eu/
EUROPEANA - http://www.europeana.eu/
· linking publications and research data
Genoveva - 
· eCrystals (ePrints), Manjula Patel

· CLADDIER, environmental sciences - http://eprints.soton.ac.uk/46207/
· INSPIRE, Cern
· GENESI-DR - http://forge.gridforum.org/sf/docman/do/downloadDocument/projects.dr-rg/docman.root.use_cases/doc15705
4. Conclusions
This report presented a number of repository case studies. By way of these case studies and by describing the context of repository technologies to adjacent fields (e.g. knowledge management, digital libraries), the report aimed to better define what digital repositories actually are, and how they relate to digital infrastructure such as the grid.
The case studies revealed that the field of repositories embraces a range of different systems to manage and preserve digital information, particularly semi-structured and unstructured objects, their metadata, as well as (named) references to related objects, services, or other information. Today, virtually every community has their own incarnation of a digital repository, although standards and customizable software packages (e.g. Fedora, Tupelo) are beginning to emerge.

3 conceptual repository layers

Looking at the repository functionalities and case studies, there are three conceptual layers to be discerned in the discussion. These three conceptual layers are inspired by the preservation community
 and were adapted by grid-based curation initiatives
 previously. In the following we adapt the concepts to the repository context, yet mention the respective concept from the preservation community in brackets:
· storage and file management  (physical layer, bit-preservation) - 
This level ensures the availability and the integrity of data objects. As such it goes beyond virtualized storage, and includes a framework for minimizing the risk of temporary system outages or even permanent loss. Mechanisms may include transparent replication of data objects across geographic locations and across distinct technical and organizational environments, maybe along specific "trust zones" (dedicated hardware in a set of collaborating data centers).
· object management  (logical layer, content preservation) - 
This level is aware of object metadata and how various files relate to build a conceptual object, although it does not prescribe specific metadata schemas or specific object structures. Some of the generic functionalities that build this level include: persistent identification and preservation, metadata management, life-cycle support, data quality, and others.
· community semantics  (semantic layer, data curation) - 
This level is tailored to a specific community context, and operates with specific metadata schemas and object structures, as well as specific community workflows and application contexts.
It is clear from the above, that the "storage and file management" layer is addressed (albeit not comprehensively) by existing data grid technologies. Object management offers an additional layer, which enhances existing infrastructure technologies with additional generic functionalities. It is this layer of "object management", which is of particular importance to the OGF Digital Repositories Research Group. 

where grid and repository technologies interact
From another perspective, the experiences and requirements presented in this report also distinguish various settings of how grid infrastructures and repository systems may interact, and how concepts of grid technologies can be applied on repository systems:
a. de-coupling storage - 
a repository system is built upon an existing data grid infrastructure, utilizing available hardware resources as well as existing mechanisms for ensuring the availability and integrity of digital objects over time.
[With regard to the three conceptual layers above, this setting involves the interface between data infrastructure and object management.]
b. interaction between computational grid and repository - 
such an interaction may occur (a) where data is created in the grid environment and hence transferred into a repository for management and preservation, and (b) where data in a repository is re‑used in or analyzed by grid services.
[With regard to the three conceptual layers above, this setting unfolds on a object management layer. It may be possible to push this further down into the infrastructure, e.g. by executing grid services directly on the storage resources of the repository, yet this opens up security and management issues that remain to be resolved.]

c. virtualization of distinct repositories or interaction with other agents (repository federation) - 
While there is no existing grid software involved in networking disparate repository systems, the very concept is inspired by the philosophy of grids.
[With regard to the three conceptual layers above, this setting involves the object management layers and has huge benefits for community semantics.]
d. distributing repository services dynamically across grid infrastructures -
This may be the dream of many repositorians, that new repository systems can be instantiated ad hoc in digital infrastructures to summon a new repository wherever one is needed. An example could be a research project, which first conducts research in its ad hoc repository (private), later shares its findings within a group of colleagues (cross-institutional), and finally publishes the findings (public). However, no case study has been presented in the report, since this setting still lies way in the future of grid/repository research.
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