CDDLM-WG Sessions at GGF15 Session #2 notes

Notes taker Kojo Tadashi., 11:00am - 12:30pm, 10/3/2005

Session schedule review

10/3 11am CDL, reference implementation interoperability

10/3 CDDL demos

10/3 4pm OGSA EMS, CDDLM interaction

10/3 6pm CDDLM #3 docs in public

10/7 OGSA-EMS F2F, CDDLM session

Ayla(FUCG) implemented CDDLM independently based on existing draft specs. She gave review of her experience on the implementation.

Some of the prerequisite like that all components are conformant, are not noted in the document.

Jun presented about his CDL Revision work for review feedback

Section 3


Some description about Deployment Framework will be added.

Explicit support of duplicate properties



Property list is ordered



properties can be duplicated

Then there was some discussion on the property name duplication.

Does reference of value always have to expect list of values? This is big change

No. Only for cdl:ref element.

We need best practice, telling why it is done <sdl:ref> was introduced to support SmartFrog's list concatenation. Need it for compatibility? Give time frame to make decision, one month (Steve)

Dejan reviewed discussion of previous meeting about Testing, Interoperability

- Testing interoperability


All components are conformant


Individual conformance



CDL all parse the same things



Component model, act upon agreed set of components


Deployment API (System test)

Interoperability


support environment interoperability


Deploy CDL, different executables to all three implementations


Deploy CDL, same executable, if appropriate to all three

Test


WSRF/WSDM


Single componetn on one node


Multiple coponents on one or many nodes


NO Cascaded deployment

Jun is preparing testing, CDL in/out comparisone, Lazy reference

CDDLM should be prepared for future evolution. Hiro asked if EMS discussion might impacts CDDLM spec in future.

Future roadmap of CDDLM

GGF16 individually conformant

Steve: individual conformance is not sufficient for interoperable each other

Ayla: CDL tester

Steve: unit test

Stuart: .net

October: Deployment API only test available: Steve

October: just after ggf, componetn model tests

November: CDL test availble


validate existing test cases, with in two weeks


initial, compile time, run time

Feb: fix checkpoint problems

March complete reference implementations

Jun: Deployment API, partial Component model, CDL


working on integration, duplication


By November

Ayla (UFCG) : first prototype, 


will work on change cdl


Authenticating end user, signing componet


by mid nobember

Steve: will give demo by november


not touch CDL, component model, sinse then



HP works against their projet plan, next march

Stuart: MS framework, with 1.1, reasonably complete



portal and core stack is 


within MS framework, done in Nobemeber


WS framework interoperability issue

January: check point of individual unit-test

December: 1st reference implementations

March indivitual test

June  interoperability

Reference implementation

SmartFrog CDL interoperability issue


SF CDL, XML-CDL transration


subset of sf can be translated into xml

Platform interoperability (Softricity on MS Framework)

CDDLM-WG Sessions at GGF15 Session #2 notes
Note taker Latha Srinivasan, 10/3/2005
1. Steve Loughran:

Demo of HP labs’ implementation

Can be built from

http://sf.net/projects/smartfrog
Status:

· No CDL work since GGF14

· Focus on deploy API

· Deploy, undeploy working

· Implemented on Apache Axis v0.91 (very new)

· Own implementation of WSRF (some WSRP, WSRL)

· Databinding to Xom

· All tests but one passing

Demo: 

Deploying a program – run the deployment from inside Ant. 

Deploy commons-logging, axis etc.

It is easier to do a SmartFrog deployment than a CDL deployment due to XML namespaces.

2. Stuart Schaefer –CTO, Softricity:

.Net demo

Apache had too many dependencies for a reasonable port

Moved to full Indigo/WCF implementation

The demo runs out of one IIS process.

WS-Addressing is implemented internally in WSE 2.0.

WSRF implementation without WS-BaseFaults currently

Partial wSDM implementation – only subset necessary for CDDLM.

C# based source code

Working on OSS Licensing

First step: create system, get an EPR back

Lessons learned:

Stateful resources are hard to implement well

SOAP document architecture can be brittle

Vendor specific implementations of standards

Lack of support for full semantics

Duality of implementation

Using WSSE for security
Questions:

Tom Maguire: What are the difficulties of using WSRF? 

Stuart/Steve: It is the longevity/ survivability of the EPR.

Tom: There are no guarantees that the EPR will live as long as the underlying resource lives.  WS-Addressing /WSRF makes no guarantees about the longevity.

Tying Identity of EPR to identity of resource may not be such a great thing.

Stuart: If the service proxy goes away, how do you get back to the service? If there is a clean way to generate EPR, the problem goes away.

Tom: Correlatable properties in WSDM MUWS would help.

3. Jun Tatemura’s CDDLM demo
Demo scenario:


Web App. Deployment


Applications and databases are components

GGF15: almost complete deployment API + subset of component model (runtime) {Apache MUSE}

Demo shows:

Deployment API


Portal and system

Resource properties

Questions:
Jay Unger: Is there an out of band relationship between the CDL ref and EPR? Yes.
4. Ayla Souza (OurGrid):

Objective: To implement CDDLM and provide comments

Components are: Portal, Resource Manager, System 

Implementation using Muse to provide support for WSRF, MUWS, WS-M

Submit SOAP requests using Portal
Initialize system, run, resolve and terminate.
Questions:


Steve Loughran: Which specs were the hardest to work with?


Ayla: The WSDLs were unstable.


Auto-generating code from WSDL is very tough.

Session #3 notes: relationships w/ other groups

Note taker Steve Loughran, 10/3/2005
ACS

-consensus over sequence diagrams w/Michael Behrens (&@OGSA F2F

Defined possible interaction between ACS/CDDLM

ACS to submit doc to editor in October 2005; two meetings on Wednesday. 

Relationships: CDDLM does deployment. Job Manager does Job Management & scheduling 

There are no direct dependencies between CDDLM and ACS. 

ACS doesn’t dictate what the data is, only how to grab it. Fred Maciel is worried about information model in EMS.

Q: timetable. 

Final spec at GGF15. two projects interested in doing Reference Implementations by GGF16.

Q: where is the current draft?

Online under https://forge.gridforum.org/projects/acs-wg/

http://forge.gridforum.org/projects/ogsa-wg/document/draft-ggf-ogsa-spec

Interoperability

To be 'interoperable' you need to have 2 implementations. Interop results must be published & the doc changes status to recommendation.

Clock: two years from publishing, but can ask for an extension. 

As WSRF is not part of the specs, how does that interfere? Belief OASIS do not have to show interop to become a standard. Example: WSDM1.0 showed problems; there will be revisions. 

Grab Dave Snelling and ask for their unit tests. 

SDD

Meeting on use cases later on in October 2005.

Timetable? Maybe Jan 2006, but too unlikely.

SDL may overlap w/ CDL, as they want a deployment language. This is the primary overlap. 

They don’t have a component model or deployment API.

Original goals

· Archive: SI 

· Installer: 

· Engine 

There is some ambiguity about lifecycle; their charter explicitly excludes this. 

Dejan “potential for redundancy and confusion”

Jun: presents his understanding. SDD appears self-contained; has no integration point w/ RSS, EMS. An enhanced version of things like RPM/MSI, but everything is predefined in the installable unit.

SDD can include network topology information. Very scanty. 

Options:

1. SDD covers everything. 

2. SDD covers software installation, CDL can cover details, or managed SDD deployments themselves 

Installing/uninstalling SDD is just like installing/uninstalling any other bit of software (like an RPM or .MSI file). CDL can handle the sequencing/choreography; and dynamic configuration of things. 

SDD can use CDL inside, but would need a way for the CDL to get at dynamic properties/env variables of the deployment.

Q: Could we set properties when deploying, so that they could be read by other deployed SDD components. 

Opinion: SDD is trying to position themselves as a deployment descriptor, so could present themselves as a direct competitor w/ CDL. Have the notion of an installable unit, which can be built up hierarchically (a bit like component composition), Aims to start off simple and scale up. 

Version 1 SDD is not so ambitious. 

Fred: how loud are the CDL people pushing their spec. The first few months have been retrenching, as the 0 draft spec was done in private; since then pushing in use cases for broader needs. Came to us at GGF in Brussels and just pushed it. Came to GGF with a complete set of specs: W3c, then OASIS/GGF. Original goal was cross platform MSI. 

JSDL

JSDL view it as working in parallel; they assume that things have been provisioned, something that CDDLM can provide.

There has to be something to map from the JSDL to the work. JSDL just says “what needs to be done”, CDL can provide the how, but we need to provide the information model between the two. 

How do we address the mapping? It's not JSDL's problem. 

Something needs to go from JSDL requirements to allocations.

Business grid creates an archive with a structured JSDL requirements request and a CDL job descriptor; client side tools generate both. 

-Steve has components that make assertions; could have something that adds requirements to the descriptor

Stuart has something. 

Provisioning

Can CDL do 'everything'. It can do VMWare &c, but the workflow has  nothing in there to do human interaction in case some physical operations are needed.

Need components that do the specific provisioning. 

CMP
