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3.3  Relationship to other activities 

3.3.1 OASIS SDD TC – Tom, please correct the text here if there is wrong description.
OASIS SDD TC is a Technical committee “defining a standardized way to express software installation characteristics required for lifecycle management in a multi-platform environment” on its charter. 
 The SDD TC chair is also a co-chair of the ACS-WG.  The table below depicts the baseline comparison between SDD and ACS.
Table ChapterX‑1 Baseline Comparison
	
	Solution Deployment Descriptor (SDD)
	Application Contents Service (ACS)

	Purpose
	To define a standard archive format for multiple applications to be installed on the multiple platform.

	Descriptor

(Manifest file)
	An XML document to describe its contents.

(Solution Deployment Descriptor in SDD, Archive Descriptor in ACS) 

	Target platform
	A set of Heterogeneous and multiple platforms.

	Scope
	Grid application/system is among the scope
	Grid application/system is the scope

	Emphasis
	Package format and Deployment Descriptor.
	Application Archive Format and Application Repository Interface

	Contents in an archive
	Any combination of applications that needs to be installed.
	A set of applications that works together to fulfill the job submitted to the grid system.

	Structure
	Hierarchically layered installable units
	Flat files and logical description of those relationships.


Even though the motivation and the scope in detail varies each other, there are potentials that both share single descriptor to meet requirements on both, either can generalize to accommodate the other, or both stands separately keeping capability to transformation or convert each other to gain the interoperability. There were long discussions in the ACS WG on this.

At the time of creation of this specification, the scope and milestones of the SDD TC is yet to be adjusted from its original description. So the current thought for the relationship is to best describe the functional requirements (or use case) on SDD from the perspective ACS, presented it to SDD TC, and wait for their output to see how the two can fit each other.
3.3.2 OGSA EMS Design Team – Mike, Pete
The Execution Management Services (OGSA-EMS) is currently be worked by OGSA EMS design team and another OGSA related WGs, including the Basic Execution Services working group (BES-WG), RSS-WG, CDDLM-WG, GRAAP-WG, and ACS-WG.  EMS encompasses all the services needed to schedule, execute, and manage jobs executing on the grid.  ACS repository is among the sources that EMS could gain access to meta task information indirectly or directly prior to execution in order to meet optimal resources utilization.

The diagram below depicts possible interactions with EMS components. Please note this is a snapshot of the ongoing discussion and the final outcome of this topic should be found in their document. The service container would house the installed application contents through the execution of the job.  A possible interaction between the provisioning service and ARI would be to obtain a list of supported transport protocols and security policies. 


[image: image1]
Figure エラー! 指定したスタイルは使われていません。‑1 Possible interactions with services in EMS
3.3.3 CDDLM WG – KF
CDDLM-WG is a working group in the Global Grid Forum (GGF)
. CDDLM stands for Configuration Description, Deployment, and Lifecycle Management. It is expected to be an OGSA service to constitute a grid system and collaborate with diversity of other OGSA compliant services and constituted five documents [CDDLM-FND], [CDDLM-SF], [CDDLM-CDL], [CDDLM-CMP], [CDDLM-API].
We see potential interactions of implementations ACS with those of the CDDLM component. CDDLM-WG also assumes, in the section “3.2 File upload” of the “Deployment APIs Specification”, that the existence of a full asset store outside of their implementations, in which components are stored, and the API of the asset store should be used by implementations of the CDDLM instead.
[image: image2.emf]Component EndpointApplicatoinRepositoryAA EntrySystem EndpointPortal EndpointJMClientAA EPR<<create>>1.1: create()1: Register(AA)CDL2.2.1: GetContent(ket to CDL)2.2.4.2: deploy and configureSystem EPRfiles2.2.4: configure(CDL parts)2.2.4.1: getContent(key to files to be deployed)<<create>>2.2.3: create2.1: Create([hostname])<<create>>2.1.1: create2.2: Initialize([CDL], [JSDL], [options])2: Submit(JSDL, [AA EPR])2.2.2: parse CDLThere may be resource selection steps or something before deploymentAll further steps, i.e. Run, Terminate, Destroy, are the same as in case of standalone CDDLM system.

As such, here we present an example that shows a possible interaction between CDDLM and ACS, based on the outcome of our joint discussions. The descriptions below constitute a non-normative part of this specification and the details are to be decided by the design of the system implementation. 
3.3.4 OGSA Data WG – Mike, Pete

The OGSA Data Working Group defines the data services which provide for access to data on the grid.  ACS can utilize protocols being specified such as Byte-IO, GridFTP, and possibly Replication.  ACS provides an extension point for protocols which allow implementations to specify which protocols are supported.  The ACS team has reviewed their briefings and draft documents with interest.  Interaction with the OGSA Data Working group is expected to increase during the development of the next version of this specification.
3.3.5 OASIS WSDM TC

The OASIS Web Service Distributed Management (WSDM) TC defines two set of specifications for distributed resource management: Management Using Web Services (MUWS) and Management Of Web Services (MOWS). MUWS provides interoperable, base manageability for monitoring and control managers using Web services. It defines a basic set of manageability capabilities such as identification, discovery, monitoring and so on. MOWS defines the manageability model for managing Web services as a resource and how to describe and access that manageability using MUWS.
We understand that the manageability defined by WSDM would the appropriate standards for implementations of ACS as for the manageability aspect. Thus, the ACS specification leaves the manageability aspect to the standards set by external specifications. The ACS specification focuses on the functional aspect of the ACS, i.e. on the service interface and archive format in order to gain the maximum interoperability among implementations. 
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Figure � STYLEREF 1 \s �エラー! 指定したスタイルは使われていません。��1 Possible Interaction with CDDLM (example)





















































































































































































































































1 - prepare





Application contents are installed (pulled or pushed) in the service container(s)





Query AA to determine application profile


(resource requirements)





Job Manager





Resource Service Selection (RSS)





Basic Execution Container(s)





Basic Execution Container





ACS





Application 


Archive





Application Repository











� http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=sdd


� https://forge.gridforum.org/docman2/ViewCategory.php?group_id=130&category_id=550
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